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Research and implementation of open
source cloud computing platform

based on Open Stack

Ang Wang1, Jing Huang1

Abstract. Implementation of open source cloud computing platform based on Open Stack
is developed. Open Stack is a cloud computing operating system which aims to provide an open
source cloud computing platform for both public and private clouds. In terms of infrastructure
as a service (IaaS) platform, the Open Stack cloud platform faces a resource allocation limitation
problem. This paper involves a customization of Open Stack Dashboard (horizon) to generate
virtual network requests and then processing these requests. It also uses Open-Stack Computer
to provide bandwidth limitations for the virtual network requests, as well as a modification of
the data structure used between the Open Stack Horizon and Nova Modules. It implements a
proposed virtual network embedded problem algorithm (VNE-Greedy) on top of the Open Stack
Cloud platform. This paper also includes extended research of the Open Stack cloud computing
system and its associated virtual network embedding strategies.

Key words. Evaluation model, implementation, open source, cloud computing platform,
Open Stack..

1. Introduction

Cloud computing involves a large number of computers connected through a
communication platform such as the Internet. It is similar to utility computing.
Cloud computing is also defined as a large-scale distributed computing model. Here,
the cloud providers and users can have their own private infrastructure, and sev-
eral types of services can be provided to clients using virtual machines hosted by
the providers. It includes utilization techniques for improving the efficiency of the
system. These include: Network utility, Disk I/O utility, CPU utilization of a sys-
tem as well as available memory for performing operations. Cloud Computing is a
term that renames some common technologies and techniques that we know in IT.
It can be understood to mean data center hosting [1–2]. The principal concept of
computing goes back to the 1950s.

1Henan University of Chinese Medicine, Henan, 450046, China
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2 ANG WANG, JING HUANG

This includes things like processing power resources at each node and bandwidth
resources on the links that the embedding must fulfill [3]. For example, to run an
experiment, a researcher may need 1 GHz of CPU for each virtual node and 10
Mbps for each virtual link [4]. Added to these requirements are the constraints
on location and any link propagation delay problems [5]. In another example, a
gaming service needs virtual nodes in many cities, as well as virtual links with very
small propagation delays. These combinations of node and link constraints would
make the embedding problem computationally difficult to approach and solve, see
[6–7]. Figure 1 shows a simple virtual network request and how it was mapped on a
substrate network.

Fig. 1. Virtual network embedding

2. Open Stack overview

In 2012, the Open Stack community was deeply involved in core technology de-
velopment, as well as deploying and managing Open Stack projects [8]. Currently,
Open Stack consists of seven core components: Compute, Object Storage, Block
Storage, Network, Dashboard, Image Service and Identity. Few studies or research
have conducted to test the usage and the benefits of implementing virtual network
embedding strategies within the Open Stack cloud operating system architecture.
Currently, there is much need for this type of research since Open-Stack is a new
and emerging Internet technology, and as such, is facing a resources allocation prob-
lem. Open Stack is the leading cloud computing technology and it has now received
attention from members of the scientific community. In this chapter, we provide a
brief introduction to Open Stack, including its components, development, and re-
search status. We also provide a brief introduction into the current research and
study implications for connecting Open Stack and virtual networking. In this paper,
we will discuss the virtual network embedding problem and the existing strategies
for solving this problem. Open Stack is a cloud operating platform which controls
resources of computing, networking and storage throughout a datacenter, in which
all are managed through a dashboard that gives administrators control and autho-
rizes their users to use resources through a web interface (dashboard). The goals
of the Open Stack originality are to support cloud services and allow businesses to
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build cloud services in their own data centers. Open Stack is available under the
Apache 2.0 license freely, referred as "the Linux of the Cloud" and also comparing
to Eucalyptus and the Apache Cloud Stack projects. Open Stack has a modular ar-
chitecture that currently has three main components: compute, storage and image
service [9–10].

3. Open Stack model and algorithm

Open Stack consists of a modular architecture along with various codes for the
components. It also has several shared services which extend the three main compo-
nents (computing, storage and networking). This makes it much easier to implement
and operate on your own cloud. These services integrate the Open Stack components
with each other along with external systems to deliver an integrated experience for
users.

1. Open Stack Computer Nova is a cloud computing controller (considered as
the IaaS system’s main component). It uses Python language as well as many
external libraries like Event let, Kombu (for AMQP communication), and SQL
Alchemy (for database access). Nova’s architecture is designed to be scaled
horizontally on substrate hardware with no additional hardware or software
requirements. This simultaneously provides the ability to integrate it with cur-
rent legacy systems and third party technologies. Nova is designed to manage
pools of computer resources and it can work with almost all available vir-
tualization technologies. It can also work with high-performance computing
(HPC).

2. Open Stack Object Storage (Swift) is a scalable storage system in which objects
and files are written to multiple disks in the data center servers. Open Stack
ensures data replication and integrity across the cluster. Storage clusters scale
simply by adding new servers. If a server or a hard driver fails, Open Stack
replicates its content to new locations in the cluster. Due to the fact that
Open Stack uses software logic to ensure data replication and distribution
across different devices, inexpensive servers and hard drivers can be used.

3. Open Stack Block Storage (Cinder) provides the software to create and man-
age a service that provides storage in the format of block devices known as
Cinder volumes. Cinder provides persistent storage to guest virtual machines
(instances) which are managed via Open Stack Compute. It can also be used
independently with other Open Stack services.

4. Open Stack Network (Neutron) provides virtual networking service for the
compute module. The networking module can manage IP addresses, which
allows for dedicated DHCP or IPs. Network module suits the requirements of
applications or user groups.

5. Open Stack Dashboard (Horizon) gives users and administrators an interface
to access, automate and provide cloud resources. The design makes it easy
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to plug in as well use third party products and services. This includes such
things as monitoring, billing, and management tools. The dashboard can be
customized for service providers and vendors who desire to use it. Dashboard
is also a way to interact with Open Stack software resources.

6. Open Stack Image Service (Glance) provides location and delivery for services
for disks and server images. It has the ability to snapshot and copy a server
image and store it away. This is a something very useful about the Open Stack
cloud operating system. The stored snapshots and images can be used to get
servers mining faster and more consistently. It also can be used to catalogue
and store many backups.

7. Open Stack Identity (Keystone) controls the central directory of users mapped
to the Open Stack services and can access it. It works as an authentication
system across every part of the cloud operating system and can be integrated
with already existing backed directory services such as LDAP. The Keystone
module supports many types of authentication, including username and pass-
word credentials, as well as AWS-style and token based systems.

Open Stack Compute (Nova) is a controller for cloud computing and managing
large networks of virtual machines (VMs). Open Stack Object Storage is a storage
system that provides support for both block storage and object storage. Image
Service is a Service which provides discovery as well as registration for visual disk
images. Among many Open Stack services and projects (the list is growing with
every release), only Compute is considered within this paper. Compute or "Nova"
is the service responsible for providing a compute provisioning function to clouds. It
can be considered as a management layer which operates on top of a free option of
supported hypervisors, exposing a REST API for the purpose of management and
provisioning. It consists of a set of service binaries that work together to accomplish
one common goal. They all interact directly through messaging and through a shared
state which is stored in a central database. This is shown in Fig. 2. To interact with
other services, we can directly target the REST API or use the Python language
provided by in the Python-Nova client library. This also includes a command-line
client. Other interfaces, such as the web-based Dashboard, use this as client libraries
for interacting with the different Open Stack services as well. Provisioning requests,
which enter the API and then pass the initial authorization and verification, will
step before being sent out to the Nova-scheduler to decide which one of the available
compute nodes should be handling the request. Our main focus of this chapter is
the customization of the Nova Open Stack main component. The actual code for
the Nova services are in. /nova and the corresponding unit tests are in the related
directory under nova tests. The following represents a short explanation of the Nova
source directory structure.

The basic equation of key algorithm is

(N, sk)← Key(1k) , (1)
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Fig. 2. Open Stack compute architecture overview

where N is the node number, sk is the scheduler and k is the database dimension.
This formula is used to generate file checksum parameter which is denoted as

r ← {0, 1}k; sk ← {e, d, r};
Output{N, sk}; (2)

where r is the hypervisor. The Euler function is

φ(N) = (p− 1)(q − 1) , (3)

where p, q are the parameters of the file storage block. The function φ(N) satisfies
the following constraints

gcd(e, φ(N)) = 1 , 1 < e < φ(N) , (4)

where e is the natural constant and gcd() returns the maximum common divisor.

4. Experiment and discussion

The Hardware Layer and the Virtualization Layer are operated by the cloud
services provider, while the Client Layer is provided by the end users. Basically,
clouds can be defined in three ways.

1. Private Clouds: where data and processes are managed in the organization
without security exposures and legal required menu.

2. Public Clouds: where a set of computers and computer network resources, in
which a service provider provide resources (like storage and applications) is
available to the general public over the Internet.
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3. Hybrid cloud: a combination of two or more clouds (private, public and com-
munity) that remain different entities but bound together. These provide the
benefits of multiple cloud models. Therefore, hybrid cloud means the ability to
connect, manage and dedicate services with cloud resources. A hybrid cloud
service crosses isolation boundaries so it cannot simply be categorized as a
private, public or community cloud. Virtual network embedding (VNE) has
been a major challenge for future Internet (FI). The problem of embedding
virtual networks within a substrate network is the main resource allocation in
network virtualization.

The target of the VNE problem is the allocation of virtual resources in nodes
and links. Therefore, it is divided in two sub problems: first, Virtual Node Mapping
(VNoM), where virtual nodes are mapped in physical nodes; and second, Virtual
Link Mapping (VLiM), where the virtual links linking virtual nodes have to be
mapped on paths connecting these nodes in the substrate network. Future Internet
architectures have been evolving to become based on the Infrastructure as a Service
(IaaS). This is a model that divides the role of current Internet Service Providers
(ISPs) into two new main roles: first, the Infrastructure Provider on P which deploys
and keeps the network equipment operating; and second, Service Provider (SP).
Service provider (SP) is responsible for deploying various network protocols and
providing end to end services. For example, Voice over IP (known as VoIP) can run
on a virtual network which provides anticipated performance.

This is done by provisioning dedicated resources and employing routing proto-
cols which can ensure fast recovery from any equipment failures that might occur.
On the other hand, online banking runs on a virtual network that provides security
guarantees. This is done through addresses and secure routing protocols. Making
efficient usage of the substrate resources demands effective techniques for visual net-
work embedding (a new virtual network mapping). The VNE problem is extremely
difficult for two main reasons, the first of which being node and link constraints.
Each VN request has resource limitations.

Open Stack Compute scheduler is also known as the Nova-scheduler service. It
is responsible for mapping instance requests onto the physical hosts named compute
nodes. Compute nodes execute the Nova-compute service on top of a hypervisor.
When the scheduler service is launched, it will load a scheduler driver which holds
the actual scheduling logic and policies. A scheduler driver is derived from a base
driver class and implements interface. A number of simple scheduler drivers are
included in Open Stack Nova. Advanced filters can be written as long as they able
to implement the required interface of the base driver. In addition to defining the
interface requirements, it also holds some of the basic requirements which are needed
by every scheduler; this includes easy access to the global system state and some
utility methods used by most schedulers. Figure 3 shows us the existing network
and connected virtual bridges. When entering the command to view virtual bridge
and virtual network port status we bet the Fig. 4.

The core Open Stack services are: API, Compute, Scheduler and Network. We
also need the Glance Image Service as a guest of OS images (which is backed using
the Swift Storage Module Service). We will now dive into each of these services,
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Fig. 3. Obtain VN information

and I will explain each one’s job and task within the module. API is the HTTP
interface used in Nova. Compute communicates with the hypervisor serving each
host (usually one Compute service for each host). Network manages IP address
real-time communicating with the routers, switches, firewalls and other devices.
Scheduler chooses the most appropriate computing node from the available pool
(though it may also be used in selecting the Volumes). The database is not considered
to be a Nova service, but a database can be retrieved directly from any of Nova
services (however it should not be accessed via the Compute service). We can also
run a stand-alone Authentication service or Volume service for disk management,
but this is not required. Open Stack Nova uses AMQP (also known as Rabbit MQ)
as the communication pass between the services. AMQP messages are written to
special queues and one of the related services picked for processing. This is actually
how Nova scales. If you find a single Compute node that can’t handle the requests
number, you can throw in another Compute node service. The same goes for the
other services. Figure 5 shows the Iperf bandwidth test and Fig. 6 shows the Iperf
client side bandwidth test.

Figure 7 below is snapshot of the use of the tool iperf to test the bandwidth
between IPL2 1 2 and IPL2 1 3 before implementing the proposed method. As we call
notice, the bandwidth is not limited and it has allocated large resources of bandwidth
for the given request. The initial allocation for the bandwidth is 83 0 Mbit/sec.
Furthermore, if AMQP is considered to be the only way to communicate with the
Services, how do the users issue commands? The answer is definitely the API service.
This service is an HTTP service (a WSGI application known in Python). The API
service listens for the coming REST commands via the HTTP service and interprets
them into AMQP messages for those services. Similarly, responses from the services
come in via AMQP and the API service turns them into valid HTTP responses in
the format the user has requested. Open Stack currently uses EC2 (API) and Open
Stack. However, it is not only API that communicates with the services. Services
can also communicate with each other.
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Fig. 4. Virtual bridge status

Fig. 5. Iperf bandwidth test
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Fig. 6. Iperf client side bandwidth test

Figure 8 shows the bandwidth allocation after implementing the method proposed
in this thesis between the nodes IPL2 1 2 and IPL2 1 3. Compute may need to
communicate with Network and Volume to get the necessary resources. If we are
not careful with how we organize the source code, all of this communication will
experience problems. Therefore, for our initial article, let us dive into the Service and
RPC mechanism will be using the Python unites notation for the modules, methods
and functions. Specifically, nova.compute.api: APL run the instance connects to
the run instance method of the API class in the ./novalcompute/api.py file. With
the exception of the API service, each Nova service must have a related Python
module to handle RPC command marshaling. For example: The network service
has .lnovalnetworklapi.py. The compute service has .lnovalcomputelapi.py.
The scheduler service has ./nova/scheduler/api.py. These modules are usually
just large collections of functions that make the service do something. However,
sometimes they contain classes that have methods to do something. It all depends
on if we need to intercept the service calls. We will touch on these use cases a little
later.

5. Conclusion

Through this paper, our objective was to implement, evaluate and demonstrate
of VNE strategy in Open Stack. And that was done by first conducting research on
related cloud computing and virtualization moreover by gaining an understanding
of the Open-Stack Operating system more specifically Dashboard (Horizon) and
Compute (Nova) architecture and its scheduler component. Later, a working test
bed built using Open-Stack was set up and used to implement a scheduler for initial
VMs nodes. Finally, the test bed was used to validate and conduct experimental
evaluation to showcase its performance.

Customization and modification of the Open Stack Horizon, by customizing the
GUI interface for the users to input the nodes and links intend to be embedded in
Open Stack, intensive reading and comprehends for Open Stack source code, this
all was required along with a good commend of Python and Django to accomplish
this task (Customizing Open Stack Dashboard). We also used debugging tools such
PDB to capture the data flow and parameters handling in the fabric of the Open
Stack.

nova.compute.api
./novalcompute/api.py
.lnovalnetworklapi.py
.lnovalcomputelapi.py
./nova/scheduler/api.py
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Fig. 7. Bandwidth between VMs in IPL212 and 213

Fig. 8. Bandwidth between IPL 212 and IPL 213 after implementing VNE
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Research on static image feature
extraction based on hierarchical

structure and sparse representation1

Juan Xiong2

Abstract. A new technique to improve feature extraction task is proposed. The main benefit
of using scaling process is to avoid attributes in greater numeric ranges dominating those in smaller
numeric ranges. Moreover, the adoption of this developed technique achieves best accuracy with
low computational complexity for object recognition. Note that, through experiment, the method
has been proven to be accurate at 63.75%. We concluded that the recognition of image is hard
and complicated not only because of the handwriting ambiguity but also due to the similarity
between characters and their positions in a word. This paper has presented a simple scheme for
binary template selection in a context of feature extraction based on entropy. It is experimentally
shown that the proposed algorithm can be employed to select an effective template. In addition,
this method uses low computational processes, which provide hierarchical sparse method (HSM)
to increase recognition rate within fewer computations and short time.

Key words. Static image, feature extraction, hierarchical structure, sparse representation.

1. Introduction

The first stage in image recognition is how to make a computer know the content
of image, regarding that computer can only process mathematical computations.
Scientists proposed to compute the likelihood between digital images, but the re-
maining problem is the likelihood of what [1–2]. Composed of hundreds of pixels,
an image set incurs a huge amount of calculations that computers can hardly afford.
Depending on the scientific fact mentioned previously, in computing with images,
it is more suitable to work with both the notions of digital image and analog im-
age. The image function is a mathematical model that is frequently used in analysis
where it is profitable to consider the object (i.e. image) as a function of two variables.
Consequently, for analyzing images, all of functional analysis is then available. The

1The author acknowledges the National Natural Science Foundation of China (Grant 51578109
and Grant 51121005).

2Huanghuai University, Henan, 463000, China

http://journal.it.cas.cz
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digital image is just a 2D rectangular matrix of discrete values. In order to allowing
the image to be stored in a 2D computer memory structure, both image space and
intensity range are quantified into a discrete set of values [3–5]. Figure 1 shows the
instance of mathematical vision of image.

Fig. 1. Instance of mathematical vision of image
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2. Feature extraction

The significance of feature extraction is mainly due to three reasons [6]:
Data Reduction: Feature extraction can be viewed as a powerful data reduction

tool via reducing the space of measurement and storage requirements. For instance,
when a machine learning program is given too many variables to operate, a large
number of features do not always lead to better decision and the running time space
storage also increases. Therefore, it is necessary to select a much smaller number of
features as they are more important and more relevant.

Automatic Investigation and Data Mining: In many classical applications, dis-
criminatory and informative features are often selected as a priori experts in the
field of feature extraction, i.e., investigators pick out which are the most important
variables to build a model. More and more often in modern data-mining applica-
tions, however, there is a growing demand for fully automated "black-box" type of
prediction models that are capable of identifying the important features on their
own. The need for such automated systems are arises for two reasons. On one hand,
there are economic needs to process large amounts of data in a short period of time
with a little manual supervision. On the other hand, sometimes the problem and
the data are so novel moreover, there are simple no field experts who can understand
the data well enough and be able to pick out the important variables prior to the
analysis. Under such circumstances, automatic exploratory data analysis becomes
the key. Instead of relying on pre-conceived ideas, there is a need (as well as interest)
to let the data speak for it.

Data Visualization: The last but not the least application of feature extraction
that shares the flavor of exploratory data analysis is data visualization. Here, this
concept can be best understood by considering examples of its applications. The
human eye has an amazing capability in recognizing systematic patterns in the data.
At the same time, human eyes are usually unable to make good sense for data if it
is more than three dimensions. To maximize the use of the highly developed human
faculty in visual identification, we often wish to identify two or three of the most
informative features in the data so that we can plot the data in a reduced space.

3. Hierarchical sparse method and algorithm

The basic assumption underlying hierarchical learning algorithms is that each
input can be decomposed to a hierarchy of parts of increasing size with increas-
ing semantic complexity. In fact, the hierarchy is useful for reducing the sample
complexity of the problem. Given the representation of the smallest parts, the hi-
erarchical architecture recursively builds at each layer a representation of the next
larger parts by using a combination of sparse coding and pooling operations. Intu-
itively, the sparse coding step induces discrimination while the pooling step induces
invariance in the architecture. Thus, the alternating applications of the sparse coding
and pooling operations yield a complex representation of the input data with non-
trivial discrimination and invariance properties. As natural images, can be sparsely
represented by a set of localized, oriented filters, therefore, by imposing the norm
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regularization on representation coefficients, sparse coding can be solved efficiently.
Recent progress in computer vision has demonstrated that sparse coding is an

effective tool for representing visual data at different levels, e.g. image classification
and image delousing. In simple word, a code is sparse if most of its components
are zero. The idea is based on a simple concept that high dimensional signals
can be represented as a linear combination of very small number of basis function
taken from dictionary. Commonly, intensity record is an 8-bit (1-byte) number
which permits values of 0 to 255. It is worth mentioning that 256 different levels is
generally enough to satisfy the consumer and also mostly represents the precision
available from the sensor, as well as bytes suitable for computers. The following
definitions are intended to clarify important concepts and also to establish notation
used through this research. An image is generally 3D, but mostly represented in 2D
on the computer. Analog images are 2D images F (x, y) which have infinite precision
in spatial parameters x and y and infinite precision in intensity at each spatial point
(x, y). Digital images are 2D images [row; col] represented by a discrete 2D matrix
of intensity samples, each of which being represented by using a limited precision. It
can be stored in physical memory (like hard drives) and is easier to process. Raster
images are represented as a 2D array of pixels. A pixel is the smallest visual element
of a picture. The resolution is defined as the total number of pixels in a picture.
Aspect Ratio refers to the ratio of width to height of a picture. Binary images are
the digital images that comprised of two possible colors for each pixel (i.e. white (1)
and black (0)). Gray scale images are comprised of only shades of gray (i.e. no color)
in between white (255) and black (0). Color images are the digital images that are
formed by a combination of different colors for each pixel. The depth of an image
denotes the number of shades of color in between 1 and 0 in a picture. A coordinate
system must be used to address individual pixels of an image (as shown in Fig.1̇);
to operate on it in a computer program, refer to it in a mathematical formula, or
to address its device-relative coordinates. The mathematical model of an image as
a function of two real spatial parameters is enormously useful in both describing
images and defining operations on them. A picture function is a mathematical
representation f(x, y) of a picture as a function of two spatial variables x and y,
where symbols x and y are real values defining points of the picture and f(x, y) is
usually a real value describing the intensity of the picture at point x, y.

Formally, if x is a column signal and D is the dictionary (whose columns are
the atom signals), the sparse representation of x is obtained by carrying out the
following optimization

min ‖s‖0 s • t • x = Ds , (1)

where s is the sparse representation of x and ‖‖0 is the pseudo norm which counts the
non-zero entries. The nonlinear mapping approach has been defined as the following
nonlinear mapping function

Nv = f(xv, Tu) (2)



RESEARCH ON STATIC IMAGE 15

where Tu is the image patch of size u. The single matrix Tu is defined as

Tu = [t1, t2, ..., tm] =


t11 t21 ... tm1

t12 t22 ... tm2

... ... ... ...
t1n t2n ... tmn

 ,

where ti is the ith candidate. Figure 2 illustrates the sparse coding operation.
Through this research, in particular, the goal of sparse coding is to represent a
training image signal x approximately as a weighted linear combination of small
numbers of dictionary (e.g. basis vectors). Generally, in the class of hierarchical
architectures that we have considered in suggested technique, the inputs to the
sparse coding operation will in general have different lengths from layer to layer. To
cope with this problem, we have defined the sparse coding S on a sufficiently large
space which contains all the possible inputs which works with the restrictions of S
on the appropriate domains of the inputs.

Fig. 2. Scheme of sparse coding operation

A spatial pooling stage is a very important step in many of the computer vision ar-
chitecture. Since it combines the responses of feature detectors obtained at adjacent
locations into some statistic that summarizes the joint distribution of the features
over some region of interest. It is worth mentioning that, the pooling operation is
typically an average, a max, a sum, or more rarely some other commutative (i.e., in-
dependent of the order of the contributing features) combination rules. Meanwhile,
the pooling operation can be described as a function that summarizes the content
of a sequence of values with a single value, similar to aggregation functions used in
voting schemes and database systems. Following sparse coding, the inputs to the
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pooling operation generally have different lengths at different layers but the actions
of pooling operation on input values is not related to the layers of sparse coding.
We now turn to describe the mathematical framework formalizes the hierarchical
structure of the architecture, that each input is composed of parts of increasing size.
Figure 3 shows the domains of nested patch.

Fig. 3. Domains of Nested patch

4. Experiment result and data analysis

Feature extraction is a long-standing research topic in computer vision. It has
become the main focus and objective of most researches in the areas of both com-
puter vision and machine learning because the good feature extraction is a central
to achieve high performance in any computer vision task. Nevertheless, there is still
a need to develop efficient feature extraction algorithm that can represent an infor-
mative properties of an object. This paper is concerned with problems of developed
hierarchical feature extraction method to perform a successful recognition target.
The latter refers to approach of computer Science interested in giving the computer
human learning capability. In other words, how to build an efficient predictive model
using a computer? In this part, overview feature extraction is considered. Definition
of Feature Extraction: Indeed, feature can be defined as a scale on which human
can easily recognize a collection of objects. On the other hand, feature extraction
can be defined as the problem of finding the most relevant and informative set of
features to improve the data representation for classification and regression task.
Actually, we are able to extract informative features in our everyday lives. For ex-
ample, we can easily identify person’s sex from a distance, without examining full
characteristics of the person. This is because a certain signature for the two genders
was known, e.g., body shape, hair style, or perhaps a combination of the two. In
other words, we can say that, it is not necessary for us to process all the charac-
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teristics of items to be capable to recognize them. In this sense, the goal of feature
extraction method is finding feature which is informative and relevant in order to
give the computer its ability to understand and simulate the operation of the human
vision system. To produce such plots, feature extraction is the crucial analytical
step. Feature Extraction and Feature Selection Feature extraction is one of the key
steps in both computer vision and machine learning. It becomes the focus of much
research, because a good feature extraction is a central to achieve high performance
in any computer vision task. Actually, feature extraction includes simplifying the
amount of resources required to distinguish a large set of data accurately. Practi-
cally, feature extraction concept can be decomposed into two consecutive phases:
feature construction and feature selection. On one hand, in feature construction
the step obtaining all features that appears reasonable but it causes increase in the
dimensionality of the data and thereby immerses the relevant information into a sea
of possibly irrelevant, noisy or redundant features. Here, we can point out some
of generic feature construction approaches including: basic linear transforms of the
input variables (PCA/SVD, LDA); clustering; singular value decomposition (SVD);
applying simple functions to subsets variable like products to create monomials;
more sophisticated linear transforms like spectral transforms, wavelet convolutions
or transforms of kernels.

Fig. 4. Example of feature extraction for face recognition problem

Nested Feature Subset Selection Methods A number of learning machines extract
features as part of the learning process. Practically, there are two types of nested
methods: (1) backward elimination styles and (2) forward selection styles. These
contain neural networks whose internal nodes are feature extractors. Figure 4 shows
the example of feature extraction for face recognition problem. Definition of Fea-
ture Hierarchies: is a technique used features composed of image patches during a
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learning step. Indeed, such tactic was often based on natural modeling, motivated
by the structure of the primate visual cortex. Mainly due two reasons this algorithm
is successful: First, they detect common object components that characterize the
different objects within the class and secondly, the components are combined in a
way that allows differences can be learned from training data. To make this notion
clearer this example can be taken: the part itself (such as an eye in face detection) is
decomposed into own optimal components (e.g. eye corner, eye pupil, eyelid, etc.),
and the allowed variations in the configuration of the sub-parts are learned from the
training data (an example is given in Figure 5.

Fig. 5. Examples of the hierarchies used in the proposed algorithm

The hierarchical architecture has a key semantic component; a dictionary of
templates that is usually learned from data. The templates will play the role of
the sparsely through the proposed model, where this template is used as set of the
dictionary in the sparse coding operation. The advantage to this idea of represen-
tation is the template set which is adapted to the data. The template also links
the architecture to the underlying distribution of the input data. One way to cre-
ate template is to sample from the probability distribution on the function space.
Finally, the paper determines template sets as Tu ⊂Im(u) and Tv ⊂Im(v), that are
considered to be finite, discrete, and endowed with the uniform probability measure
(see Fig. 6). Actually, the success for the sparse representation features depends
heavily on a good choice of dictionary.

Experimental result show that for some classes of signals, learned dictionaries can
be benefited from template sets, which ultimately lead to a similar/better recognition
performance in comparison with other classical methods. For more detail, please
refer to [7–10]. In this paper, we applied proposed method on the two domains
images and speech.

For the domain of images, we evaluated hierarchical sparse on the well-known
MNIST digit recognition benchmark, and COIL-30 dataset. In the other hand for
the speech, isolated words speech recognition is selected. We tested our recognition
algorithm using training data and testing data from two distinct vocabularies. After
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that we used the representation as a feature extraction step for a classification al-
gorithm such as Support Vector Machines (SVM) and 1-Nearest Neighbors (1NN).
We first verified developed method with object recognition experiments using the
M-NIST hand-written digit recognition benchmark, where there are 70.000 data ex-
amples, and each is of 28× 28 gray scale images. In the experiments, we used some
images randomly selected from the MNIST data set. We considered eight classes of
images: 2s through 9s (see Fig. 7).

Fig. 7. Eighteen instances from the set of training examples for Coil-30

The digits in this dataset include a small amount of natural translation, found
in a corpus containing the handwriting of human subjects. The labeled image sets
that we have used contain 5 examples per class, while the out-of-sample test sets
contain 30 examples per class. The Tu and Tv are template sets constructed by
randomly extracting 500 image patches (of size u and/or v) from images, which are
not used in the train or test sets (in experiments we set D = Tu). For the digit
dataset, templates of size 10 × 10 pixels are large enough to include semi-circles
and distinct stroke intersections, while larger templates, closer to 20 × 20, are seen
to include nearly full digits were more discriminatory structure is present. For the
experiments we set the first layer template u = 11× 11 pixels and the second layer
template v = 19×19 pixels. After the features are learned we can obtain classification
accuracy by applying a k−NN with k = 1 and SVM note that classifier are averaged
over 50 random test sets, holding the training and template sets fixed. Experiment is
performed under the same Smale’s environment, comparison of results shows that the
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developed model consistently outperforms the Smale’s methods. Here we adapted
our model to the case of one-dimensional of length n. We built a template in this
setting by considering patches that are segmentation of original signal(i.e. the word is
segmented into sub-word units as shown in Fig. 8, and the transformations are taken
to be all possible translations. In the experiment, the used dataset consists of seven
different names of fruit consists of "apple", "banana", "kiwi", "lime", "orange",
"peach", and "pineapple". The algorithm is tested for the percentage of accuracy.
We tested the ten utterances of each seven words, while the training was done five
utterances of each seven words (i.e. the first 5 utterances in the corpus are kept as
training set. The left utterances are used for testing.) We tested proposed method
for the speech signals as an input instead of the images; features extracted from the
speech signal are passed to each word as shown in Fig. 9.

Fig. 8. One example from the set of template (Isolated Word Speech): up left–full
word (Apple) of size 2694, up right–subword (Apple) of size 110, bottom–subword

(Apple) of size 70

5. Conclusion

Feature extraction algorithms considered as a pillar key task to make vision
modeling systems fully operative. It has been effectively utilized to minimize the
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Fig. 9. Isolated Word Speech recognition process

computation difficulty and to perform ideal classification through extraction of the
significant pattern information. An essential component of a successful classification
system is the selection of an effective object features. Throughout this paper, we
seek to tease out basic principles that underlie the recent in hierarchical feature
extraction method. The paper introduces a new algorithm for template selection
based on the entropy concept. Algorithm suggests picking of the template of more
information and discards the templates of less information. The proposed method
provides HSM with better discriminatory ability. Experimental results show that
the introduced method achieves good performance in template selection with fewer
computation processes and shorter time.
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A study on reliability of high-speed
passenger transport network based on

complex network analysis1

Xu Zhang2, Bingzhi Chen2, Jitao Li2

Abstract. On the basis of relative theories of complex network, a high-speed passenger
transportation network using Pajek software is proposed and its topological characteristics as well
as network structure are analyzed. Analyzed is also its reliability under two kinds of attacks, and
suggestions on its construction recommended. The research in this paper helps to complete the
overall network structure of high-speed passenger transportation, strengthens the node stability
and enhances the connection, reliability and effectiveness of high-speed passenger transportation
network.

Key words. Integrated transportation, reliability, global efficiency, high speed passenger
transportation network, complex network.

1. Introduction

After years of efforts, China has gradually built the civil aviation network, which
is centered by Beijing, Shanghai, Guangzhou and other hub airports with the air-
ports in provincial capital and key cities as the backbone and under close relation
among various main and feeder airports. In recent years, density of civil air routes
has been increased and the connection among various civil airports has become in-
creasingly close. The continuous improvement and advancement of civil aviation
network enables the passengers to travel more conveniently and faster. Along with
the rapid development of civil aviation industry, China’s high-speed rail has entered
a period of leapfrog development. Four Horizontal and Four Lengthwise high-speed
rail networks are built, by which, the distance in time and space among different
regions has been dramatically shortened and the tiring long journey of rushing about
for Chinese passengers has been changed.

1This research was supported by the National Social Science Foundation major research project
(No. 13&ZD170), and LiaoNing Doctoral Scientific Research Foundation (No. 201501182).

2School of Traffic and transportation Engineering, Dalian Jiaotong University, Dalian, 116026,
China
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Foreign scholars have first started their study of complex network in the end of
the 20th century. A. L. Barabási and R.Albert revealed scale-free characteristic of a
complex network through their study [1]. On this basis, research fellow from different
scientific research fields have paid their attention to complex networks and conducted
researches on topological characteristics, reliability, complexity and other parameters
[2]. Other scholars in traffic and transportation filed have also applied the analyt-
ical methods for complex network in analysis of transportation network and made
some researches on complexity of civil aviation and railway and other transporta-
tion networks [3]. Chinese scholars have also applied theories concerning complex
network into researches in transportation field [4]. To be more specific, they ana-
lyzed topological property of civil aviation network, railway network and urban rail
network, and they utilized two methods of random attack and attempted attack to
study the reliability of transportation network [5], [6]. Because of a relatively shorter
history of high-speed rail in China, scholars have only completed few researches on
characteristics of complex network related to high-speed rail. Thus, there are only
few complex analyses of the high-speed passenger transport network composed of
high-speed rail and civil aviation. Based on the above mentioned works, this paper
gives an analysis of the characteristics of the complex network of high-speed pas-
senger transport, discusses its stability and provides corresponding suggestions on
construction of the network.

2. Basic model structures of complex network

At present, complex network is mainly divided into two types, namely small-
world network and scale-free network, of which, the construction algorithm is as
follows.

2.1. Small-world network model

The construction algorithms for small-world network model starts from the rule
network: it is assumed to be a nearest-neighbor coupled network containing N nodes
forming a loop, among which, each node is connected with all adjacent K/2 nodes
to the left and right (K being an even number). It must also satisfy randomization
reconnection: to reconnect each edge in the network with the probability P ran-
domly, that is to say, to remain one of the endpoint of the edge to be reconnected
unchanged and the other endpoint is randomly selected in the network. Wherein,
there can only be one edge between any two different nodes and no edge of any node
can be connected to itself.

In order to guarantee the network sparsity, the requirement N � K shall be met
so that the network model to be built can be of a higher clustering coefficient. And
the randomization reconnection process greatly declines the average path length of
the network, thus the network model possesses the small-world characteristics. When
P is relatively small, the randomization reconnection process exerts little influence
on network clustering coefficient. When P = 0, the model degrades into a rule
network. When P = 1, the model degrades into random network. That is to say,
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transition from a completely rule network into a completely random network of the
model can be realized by adjusting the value of P .

2.2. Scale-free network model

A large number of empirical studies show that degree distribution function of
many large-scale real networks (such as the Internet, metabolic networks, etc.)
presents in the form of a power-law distribution P (k) ∼ k−γ . In such networks,
degree of most nodes is relatively smaller, however, a small amount of nodes are
of quite big degree with no characteristic scaling. Such kind of network is called
scale-free network for there is no distinctive characteristic scaling of the connectiv-
ity degree of its nodes.

The construction algorithms for small-world network model includes is based on
the following assumptions: at the initial moments, it is assumed that the network
already contains m0 nodes, and in each time step afterwards, a node with the con-
nectivity degree of m (m ≤ m0) is added, and the newly added node is connected
to the m existing nodes in the network without repeated connection. Then, during
selection of connection point for new nodes, the probability Πi of the connection
between a new node and an existing node i is in direct proportion to the degree ki
of node i, which can be written in the form

Πi =
ki∑
j kj

. (1)

3. Construction of high-speed passenger transport network

High-speed passenger transport network refers to the high-speed passenger trans-
port complex formed in the socialized transportation coverage and during united
transportation process in accordance with the technical and economic characteris-
tics of high-speed rail and civil aviation. Such complex is under coordination and
distribution of responsibilities, organic combination, orderly organization and close
connection. For the ease of study, the paper gives the following assumptions for
Construction of the complex of high-speed rail and civil aviation network:

1. High-speed passenger transport network is a complex network built in p space.
It is defined, according to flight or number of high-speed rail, that an air route
or a train with the same number passing through every two cities, it is regarded
that there is an edge between the two cities.

2. High-speed passenger transport network is a undirected weighted network. As
long as every two cities are connected via airplanes or trains, no matter where
they are going, an edge without vector pointing between the two cities shall
be erected, that is to say, if one can get to city B from city A and vice versa,
it is regarded that city A and city B are connected. No matter how far it is or
how many airlines or trains connections are between the two connected cities,
the weight is considered 1, namely, the departure frequency and number of the
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high-speed trains and airlines in the high-speed passenger transport compound
network is not taken into account.

3. In case there is high-speed rail station and airport in one city, or there are two
and more airports or high-speed rail stations in one city, it is regarded that
the city is a node.

4. Analysis of characteristics of high-speed passenger
transport network

4.1. Construction of civil aviation sub-network

The data concerning civil aviation sub-network is obtained from the flight sched-
ule in the summer of 2015 and covers 10,093 flights (except for flights from Hong
Kong, Macao and Taiwan) from more than 20 airlines in China, and 196 airway
destinations. With the use of Pajek, the topological graph of civil aviation network
is obtained (as shown in Fig. 1).

Fig. 1. Topological graph of civil aviation network

4.2. Construction of high-speed passenger transport net-
work

The data of high-speed rail sub-network is obtained from statistics of the oper-
ation scheme of the high-speed rail, motor car and interurban rail. This network
involves in about 4,000 high-speed trains and 425 high-speed rail stations. Refer to
Fig. 2 for the network topological graph.
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4.3. Construction of high-speed rail sub-network

The high-speed passenger transport network composed of 579 nodes and 14,312
edges is established according to the assumed conditions and in combination with
relevant data of the civil aviation network and high-speed rail sub-network. The
topological graph of high-speed passenger transport network is shown in Fig. 3.

Fig. 2. Topological graph of high-speed rail sub-network

Fig. 3. Topological graph of high-speed passenger transport network
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5. Numerical solution and discussion

The topological characteristic parameters of the high-speed passenger transport
network and its sub-networks are obtained by statistical analysis, whose results are
shown in Table 1.

Table 1. Comparison of network characteristics

Network Number of
nodes

Average
degree

Average
path length

Clustering
coefficient

Civil aviation sub-network 196 19.67 2.058 0.8013
High-speed rail sub-network 425 56.18 2.195 0.7401
High-speed passenger trans-
port network

579 47.43 2.248 0.7728

It is found (using Table 1) that the high-speed passenger transport network and
its sub-network is of bigger clustering coefficient and shorter average path length
and shows characteristics of small-world network.

Meanwhile, the degree distribution diagram and cumulative degree distribution
diagram of high-speed passenger transport network and its sub-network is obtained
by statistical analysis (as shown in Figs. 4–9).

Fig. 4. Degree distribution diagram of civil aviation sub-network

Fig. 5. Degree distribution diagram of high-speed rail sub-network
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Fig. 6. Degree distribution diagram of high-speed passenger transport network

Fig. 7. Cumulative degree distribution of civil aviation sub-network

Fig. 8. Cumulative degree distribution of high-speed rail sub-network

From Figs. 4–9 we can see that the degree distribution of high-speed passenger
transport network, high-speed rail network and civil aviation network conform to
power-law distribution and cumulative degree distributions also follow exponential
distribution with scale-free characteristics. Hence, the high-speed passenger trans-
port network, high-speed rail network and civil aviation network are all scale-free
small-world complex network.
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Fig. 9. Cumulative degree distribution of high-speed passenger transport network

6. Reliability analysis of high-speed passenger transport
network

6.1. Measurement index for reliability of high-speed passen-
ger transport network

The reliability of complex networks refers to the performance of the network to
resist the impact brought by fault in case of attack or change in structure. Network
attack comprises two modes, namely attempted attack and random attack. The
former is also called targeted attack, refers to destruction of network nodes by certain
strategies, among which, the strategy of deleting nodes generally starts from the
biggest node of the network and the highest node is removed each time.

Reliability of high-speed passenger transport network can be measured by the
global efficiency of the network under attack, which is calculated through the shortest
distance Eglobal between the nodes via the following formula

Eglobal =

∑n
i=1

∑n
j=1

1
dij

N (N − 1)
(2)

Here, N represents the total amount of nodes in the network, V denotes the
set of points of the network nodes, dij is the distance between the nodes i and j
(i, j ∈ V, i 6= j). The global efficiency is the average efficiency of the local sub-
graph, plays a similar role as that of the clustering coefficient C, and represents the
efficiency of the compound network with some nodes deleted. Thus, Elocal ≈ C.

6.2. Reliability analysis of high-speed passenger transport
network

With the use of Pajek and R-software, the variation diagram of the global ef-
ficiency of civil aviation sub-network under two attack modes was calculated and
shown in Fig. 10.

It is found using Fig. 10 that the resistance of civil aviation sub-network to at-
tempted attack is dramatically stronger than that to random attack as its global
efficiency declines to 0 under attempted attack to about 60 nodes and about 180
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Fig. 10. Variation diagram of global efficiency of civil aviation sub-network under
two attack modes

nodes under random attack. Using the same method, we can analyze the variation
diagram of global efficiency of high-speed rail sub-network and high-speed passenger
transport network under two modes of attack (as shown in Figs. 11 and 12).

The high-speed rail sub-network presents similar characteristics to those of the
civil aviation sub-network under two modes of attack. Its global efficiency declines
to 0 under attempted attack to about 360 nodes and about 420 nodes under random
attack. Thus, it can be seen that, the high-speed rail sub-network is more reliable
than civil aviation sub-network.

Global efficiency of high-speed passenger transport network declines to 0 under
attempted attack to 410 nodes, and 550 nodes under random attack. Thus, it can be
seen that, the high-speed passenger transport network is more reliable under random
attack.

From comparison of Figs. 10, 11, 12, the initial values of efficiency of the three
kinds of networks are about 0.5. The number of nodes under random attack civil avi-
ation sub-network high-speed rail sub-network is 420 and 180 respectively, at which
point, the efficiency declines to 0, whereas, the efficiency of high-speed passenger
transport declines to 0 under such attack to 550 nodes; in the face of attempted at-
tack, the global efficiency of civil aviation sub-network high-speed rail sub-network
declines to 0 under attack to 60 and 360 nodes respectively, but that of high-speed
passenger transport declines to 0 under attack to 410 nodes. It is shown that, under
two modes of attack, the high-speed passenger transport network is more reliable
than civil aviation and high-speed rail network.

Under attempted attack, the global efficiency decreases by more than 0.01 after
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Fig. 11. Variation diagram of global efficiency of high-speed rail network under
two attack modes

removal of the10 of the deleted 410 nodes, which are Chengdu, Xi’an, Xianning,
Dalian, Kunming, Urumqi, Haikou, Sanya, Luoyang. Those are key nodes in high-
speed passenger transport network and in case of abnormal operation of those nodes,
certain influence will be exerted on the network.

Take the above mentioned nodes as the dividing points, the nodes with similar
global efficiency in the high-speed passenger transport network can be classified into
a group. Thus, all the nodes can be divided into 11 groups, among which, the
first group includes Beijing, Shanghai, Guangzhou, Hangzhou, Nanjing, Shenzhen,
Wuhan and Changsha. Those nodes are all of big degree and connect main cities
throughout the country and play as central hubs in the whole network. The second
group includes Chengdu, Nanchang, Kunshan, Xiamen, Hefei, Jinan, Zhengzhou,
Chongqing, Fuzhou, Wuxi, Xuzhou, Changzhou, Ningbo and Suzhou, which are
backbone node cities of the high-speed passenger transport network and combine
well the high-speed rail network and civil aviation network. Therefore, they play the
role of diversion and stabilization for the central hubs.

7. Corresponding suggestions on construction of high-speed
passenger transport network

By comparison of the calculation results in this paper and those concluded by
relevant scholars according to data in 2012, it is found that the number of nodes
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Fig. 12. Variation diagram of global efficiency of high-speed passenger network
under two attack modes

of some existing high-speed passenger transport network has increased to two times
that of the former high-speed passenger transport network and the number of edges
has increased to three times, in addition, the average degree and other indexes have
increased substantively. The former high-speed passenger transport network is dis-
rupted under attempted attack to 40 nodes and 215 nodes under random attack,
however, the existing high-speed passenger transport network is disrupted under
the two modes of attack to 410 and about 550 nodes, respectively. Comparatively
speaking, the resistance to destruction of the existing network is greatly enhanced.
Yet, the existing high-speed passenger transport network only yields a global effi-
ciency of 0.4861, which is slightly higher than that of the former network 0.4753,
which means the reliability of the network is slightly increased. The existing net-
work is still dependent on several key hub cities in transfer of passenger flow with
poor coverage in remote areas and the increase in network nodes and edges fails to
bring dramatic enhancement in network efficiency. Based on the above mentioned,
this paper gives following suggestions on construction of China high-speed passenger
transport network:

1. To add more hub nodes: the hub nodes in high-speed passenger transport
network play an important role of transfer and can lighten the burden of cen-
tral hub nodes, enhance resistance to destruction of the network and improve
network stability. In reality, if the central hub nodes fail to operate smoothly
under certain trouble including bad weather, it is quite helpful to add more
hub nodes playing the role of transfer to slow down increase in the average
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path length of the network.

2. To improve the network structure: at present, central and western regions in
China, the high-speed passenger transport network still relies on civil aviation
nodes in transfer and the high-speed rail network is yet to be closely connected
with the intensive network lines in the eastern region. Such network structure
is liable to hamper the operation efficiency of the entire region in the case of
attack of certain node in the central and western regions in China. For this
reason, it is necessary to accelerate extension into the sub-line regions of the
civil aviation to cover more cities, and at the same time, to quicken construction
and improvement of the high-speed rail sub-network so as to realize coverage
of the central and western regions with some remote areas to enable the hub
urban nodes in central and western regions to play a more important role.

3. To add more cross-regional trains: it is helpful to realize more close connection
among nodes in the network, reduce transfer, enhance reliability and present
more options for the passengers by adding more cross-regional and overline
trains. Currently, the high-speed rails lines in normal operation cannot fully
meet the need of passengers, thus, more cross-regional high-speed rail lines
shall be opened to meet the travel demand of passengers.

4. To diversify arrangement of flights in airports at the end-point of civil avia-
tion network: some small airports in China (for example: Jiuhuang Airport)
basically connect the provincial cities where they are located with few flights
to airports in the neighboring areas. In case of attack of the provincial at-
tack, connectivity among those small airports drops to zero, thus passengers
are forced to travel by high-speed rail that is rarely seen in those cities often-
times. Therefore, it is of certain necessity to diversify arrangement of flights
in airports at the end-point of civil aviation network so as to enhance network
stability.

8. Conclusion

Through calculation of relevant indexes of high-speed passenger transport net-
work, this paper proves the high-speed passenger transport network is a typical
complex network, and on this basis, it combines the two kinds of networks in con-
struction of the high-speed passenger transport network. At first, the paper proves
high-speed passenger transport network is a typical scale-free small-world network
with its characteristics of better connectivity, fewer times of transfer and higher
clustering coefficient. And then, trough reliability analysis of the network under
attempted and random attack respectively, it is found by simulation, that it is more
reliable under random attack and less reliable under attempted attack and it is
more reliable than high-speed rail and civil aviation network. Finally, the paper
gives corresponding suggestions on construction of the high-speed passenger trans-
port network from four perspectives of hub node, network construction, overline
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trains and flights according to the current condition and deficiencies revealed by
simulated attack to the network.
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Network anomaly traffic monitoring
based on improved immune genetic

algorithm

Binwu Ji1, Rui Huang1

Abstract. A novel network anomaly traffic monitoring method is proposed. The network
anomaly traffic monitoring system consists of three steps, that is, 1) Data preprocessing, 2) SVM
training, and 3) Anomaly detection. In step 1, a feature set is constructed from training dataset.
In step 2, parameters of SVM are optimized by an improved Immune genetic algorithm. In step 3,
network anomaly traffic is detected by classifying testing samples to “Normal” and “Attacks”. Par-
ticularly, the main innovation of this paper is to integrate the immune concept to genetic algorithm
together to optimize parameters of SVM classifier. The improved immune genetic algorithm is able
to restrain the degenerative phenomena arising in the process of evolution, and then makes the
fitness of population increase slowly. Finally, experiments are conducted based on 1998 DARPA
dataset and KDD-CUP’99 dataset. Experimental results prove that the proposed method can de-
tect network anomaly traffic more accurately after optimizing SVM parameters by the improved
immune genetic algorithm.

Key words. Network anomaly traffic monitoring, Immune genetic algorithm, crossover
operation, mutation operation, memory set.

1. Introduction

In recent years, with the rapid development of Internet technology, the tradi-
tional network cannot meet the growing requirements of Internet users [1]. How to
effectively manage Internet has been attracted more and more attention, and net-
work traffic monitoring has been a crucial issue in computer network [2], [3]. The
data of network traffic provides significant information for computer network, and is
also very crucial to distribute network resources and analyze of service quality and
computer network security [4].

Due the diversification of IP business and the complexity of the network envi-
ronment, it is difficult to detect abnormal in a small amount from massive network
data flow [5]. The abnormality in network traffic denotes the irregular and transpar-
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ent changes in it. There are two major types of network abnormality, such as local
incident and overall incident [6], [7]. Local incident includes temporary congestion,
attack of refusing serving, on the other hand, overall incident contains network route
abnormality [8].

Network traffic is able to represent the activities of the network and user be-
haviors, therefore, network traffic analysis can help us to understand and manage
the network [9], [10]. Particularly, the anomaly detection and the application type
identification of the network traffic are two types of the basic and important issues.
In this paper, we aim to propose an efficient algorithm to detect and discover traffic
anomalies. The major innovations of this paper are to introduce immune genetic
algorithm in network anomaly traffic monitoring. Immune genetic algorithm has
been widely used in many fields, such as weapon system portfolio optimization [11],
articulated industrial robotic manipulator [12], touch panel cover glass design [13],
fault diagnosis of rolling-element bearings [14], dynamic clustering approach [15],
the bi-level linear programming problem [16], Emulating human society education
and experiential inheritance mechanism [17].

The rest of the paper is organized as follows. We express the framework of the
network anomaly traffic monitoring system in section. In Section 3, we illustrate how
to optimize SVM parameters by an improved immune genetic algorithm. Section
4 designs and implements a series of experiments to show the effectiveness of the
proposed algorithm. Section 5 concludes the whole paper.

2. Overview of the network anomaly traffic monitoring
system

The framework of network anomaly traffic monitoring system is shown in Fig. 1,
which is made up of three steps: 1) Data preprocessing, 2) SVM training, and 3)
Anomaly detection. In the first step, feature set is constructed from training dataset,
which is history data of Network anomaly traffics. In the second step, SVM classifier
is trained after the data normalization process, afterwards, parameters of SVM are
optimized by an improved Immune genetic algorithm. In the third step, anomaly
detection is done by classifying testing samples to two classes (Normal and Attacks).
Particularly, in this work, the attacks are considered as anomalies.

It can be observed from Fig. 1 that the key component of the proposed system
is SVM classifier, and then the network anomaly traffic monitoring problem is con-
verted to a classification problem.

Suppose that the training samples are represented as xi, yi, i = 1, 2, · · · , l,
conditions xi ∈ Rn, yi ∈ 〈1,−1〉 are satisfied, yi(x) = wx + b is the discriminant
function, and n is the dimension of training sample space. In particular, SVM aims
to solve the following optimization problem:

min ‖w‖2 /2 , (1)

s.t. yi[wxi + b]− 1 ≥ 0 , i ∈ 〈1, 2, 3, · · · , l〉 . (2)
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Fig. 1. Framework of network anomaly traffic monitoring system

Expressions (1) and (2) are convex functions, so that the required optimization
problem can be transformed into solving a quadratic convex optimization problem.
Among them, ‖w‖ /2 is the classified interval, and b is the constant of discriminant
function.

Here vector xi is mapped to a high-dimensional space by the function ϕ (), and
C denotes the penalty parameter.

Thus, the classification issue is tackled by the following equation.

sgn{(w • x) + b} = sgn{
l∑
i=1

α∗yi(x • xi + b∗)} (3)

where (xi • x) is the vector product of two vectors, while α∗, b∗ are parameters of
the classification hyperplane.

To promote the SVM’s performance, Gaussian kernel is utilized in our work, that
is defined as follows.

K(xi, x) = e−
|x−xi|2
σ2 , (4)

where xi is the kernel function center and σ is the width parameter of the function,
which controls the radial range of the function.

3. SVM parameters estimation by immune genetic algorithm

To optimize parameters of SVM, we introduce the immune concept to genetic al-
gorithm, by using local characteristic information to obtain optimal solutions. That
is to say, the immune genetic algorithm (denoted as IGA) refrains the degenerative
phenomena arising in the process of evolution, and then lets the fitness of population
increase slowly. Next, we proposed an improved immune genetic algorithm, which is
used to optimize parameters of SVM. The flowchart of the immune genetic algorithm
is illustrated in Fig. 2.



42 BINWU JI, RUI HUANG

Fig. 2. Flowchart of immune genetic algorithm

As shown in Fig. 2, the immune genetic algorithm is made up of the following
steps:

1. Randomly produce an initial population of antibodies.

2. Estimate the value of affinity for each antibody by the following equation.

c(x, y) =
1

1 + d(x, y)
, (5)

where

d(x, y) =
1

n

n∑
i=1

|x(i)− y(i)| , (6)

d(x, y) denoting the proximity degree between the antibody x and y.
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3. Choose k antibodies which have the largest affinity value.

4. Clone the antibodies of step 3.

5. Execute crossover and mutation operations for the cloning sets.

6. Construct memory set and then update the antibodies in it.

7. If the ending condition is satisfied, input feature vectors to SVM classifier and
then generate network anomaly traffic detection results.

8. Otherwise, go to step 2.

In order to promote the performance of immune genetic algorithm, some modi-
fications are made in this work.

The probability of choosing antibody K is calculated as follows

P (k) =
fke
−χCk∑N

i=1 fke
−χCk

, (7)

where parameter χ denotes the regulation, which refers to the weight of affinity fk
and concentration ck, and N refers to the number of antibody in a given population.
We randomly choose antibody x(k) and x(l) in a population, and crossover the
process of x(k) and x(l) in the qth bit is defined as follows

xkq = (1− η)xkq + ηxlq ,

xlq = (1− η)xlq + ηxkq , (8)

where η is a random number which is valued in the range [0,1].
Afterwards, the mutation operation is executed to avoid premature convergence

of the immune genetic algorithm. For a given antibody x(k), the mutation of qth
base is defined by the following equation.

xkq = (bq − xkq) · f(t) for η > 0.5 ,

xkq = (xkq − aq) · f(t) for η ≤ 0.5 . (9)

Here, parameters aq and bq denote the low and upper bounds, f(t) means the prob-
ability of mutation, and t means the number of iterations.

4. Experiment

In order to test the capability of the proposed method, we collect five weeks
of the 1998 DARPA dataset [18], which has been successfully exploited in network
intrusion detection evaluation. The DARPA dataset is made up of nearly 1.5 million
traffic instances with half of them is tagged attacks. Particularly, to illustrate the
input data, six types of network traffic instance are chosen in this dataset, including:
1) connection time, 2) protocol type, 3) source port, 4) destination port, 5) source IP
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address and 6) destination IP address. Afterwards, a 14-dimensional feature vector
is input to SVM, which is illustrated in Table 1.

Table 1. Features utilized in network anomaly traffic monitoring

Feature description Number of features

Connection time 3
Packet type 1

Source port number 1

Destination port number 1

Address of source IP 4
Address of destination IP 4

Table 1 shows that fourteen features are used to describe feature vector of network
anomaly traffic monitoring. Moreover, to enhance the accuracy of network anomaly
traffic detection, we normalize all features to the range [0,1]. The performance
criteria used in this work are 1) Attack Detection rate (denoted as DR) and 2) False
Alarm rate (denoted as FA). DR is defined as the ratio between the number of truly
detected attacks and the whole attacks; on the other hand, FA is defined as the ratio
between the number of normal connections which are falsely classified as attacks and
the whole normal connections.

Fig. 3. ROC Curve under 20% attack distribution

Integrating experimental results from Fig. 3 to Fig. 6, we can see that the pro-
posed SVM classifier optimized by IGA performs better than SVM, that is to say
the improved genetic algorithm is able to estimate parameters of SVM with high
accuracy. Moreover, with the degree of attack distribution increasing, the areas of
ROV curve significantly decrease.
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Fig. 4. ROC Curve under 40% attack distribution

Fig. 5. ROC Curve under 60% attack distribution

Apart from the above experiments, we also utilize KDD-CUP’99 anomaly de-
tection dataset to further test the effectiveness of our method. In KDD-CUP’99
dataset, the simulated attacks are classified into four classes, which are 1) DoS:
Denial of Service, 2) R2L: unauthorized access from a remote computer, 3) U2R:
unauthorized access to super users, and 4) Probing: surveillance and probing for
vulnerabilities. The accuracy of network anomaly detection for all the above four
types of attacks is given in Fig. 7.
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Fig. 6. ROC Curve under 80% attack distribution

Fig. 7. Network anomaly detection accuracy for different attack types

Figure 7 demonstrates that the proposed algorithm can effectively detect four
different types of attack in the KDD-CUP’99 dataset.

5. Conclusion

This paper presents a new network anomaly traffic monitoring method based on
an improved immune genetic algorithm. The network anomaly traffic monitoring
system is made up of three steps, including a) Data preprocessing, b) SVM train-
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ing, and c) Anomaly detection. The main idea of this paper lies in that we convert
the network anomaly traffic detection to a classification problem. Experiments are
conducted using both 1998 DARPA dataset and KDD-CUP’99 dataset, and experi-
mental results reveal that the proposed method can detect network anomaly traffic
with high accuracy.
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Wireless sensor network target
coverage algorithm based on energy

saving

Kangming Liu1

Abstract. Energy efficiency optimization of wireless sensor network is studied based on
improved multi-objective particle swarm optimization. The network coverage rate, energy con-
sumption and the number of working node are taken into account comprehensively. The improved
multi-objective particle swarm optimization algorithm is based on the dominance method. By
means of the dominance relationship, it determines non-dominated solution set, and then it is
stored in the external archive set. The particles beyond the scale is deleted by means of arrange
crowded distance in descending order, and the disturbance factor is joined to maintain the diversity
of swarm. On parameter settings of the iteration formula of particle swarm optimization algorithm,
the method of dynamically adjusting inertia weight and learning factors are put forward. The sim-
ulation results show that the proposed energy saving algorithm based on improved multi-objective
particle swarm optimization enhances the network coverage, saves the energy consumption and
prolongs the network life cycle to a certain extent.

Key words. Wireless sensor network, multi-objective article swarm optimization, coverage
rate, energy consumption.

1. Introduction

Coverage control is a basic problem in Wireless Sensor Network (WSN). The
main content of coverage control is to ensure the network does have certain quality
of service. Then, it can be optimized by some technology or protocol, so that it
can meet the maximization of coverage area [1]. People may get reliable monitoring
data and target tracking service. Effective strategies of the coverage control and
algorithms can be used to optimize the allocation of resources of WSN, increase the
efficiency of the energy usage of network nodes, and improve the perceived quality
of service and the overall survival time [2]. How to combine different environmental
demands and design a practical strategy for coverage is a significant research field.

Researchers have put forward the strategies for reducing energy consumption and
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prolong the network life cycle from all aspects of the wireless sensor network [3–6].
These strategies can be divided into four basic categories, sleep scheduling scheme,
adjusting the sensing radius of the nodes, choosing the best route, and highly ef-
fective data fusion system. A scheduling algorithm for connected target coverage
under probabilistic coverage model was proposed by Kim [7]. Energy-efficient prob-
abilistic area coverage in wireless sensor networks was put forward by Qianqian [8].
Sensor scheduling for p-percent coverage in wireless sensor networks was proposed
by Li [1]. Sleep scheduling for partial coverage in heterogeneous wireless sensor net-
works was proposed by Mostafei [9]. Energy-efficient protocol for deterministic and
probabilistic coverage in sensor networks was presented by Hefeeda [10]. A cover-
age monitoring algorithm based on learning automata for wireless sensor networks
was put forward by Mostafaei [11]. Centralized and clustered k-coverage protocols
for wireless sensor networks was proposed by Ammari [12]. Genetic algorithm for
sensor scheduling with adjustable sensing range was put forward by Arivudainambi
[13]. Arivudainambi put forward a method to improve energy efficient target cov-
erage in wireless sensor networks [8]. A kind of energy efficient sensor scheduling
for target coverage in wireless sensor network was proposed by Arivudainambi [14].
These methods are based on single objective optimization. Optimization problems,
especially multi-objective optimization problem using intelligent algorithm is one of
the focus areas of evolutionary computation. Particle swarm optimization algorithm
as a relatively new optimization technique, the concept is simple, less control pa-
rameters, the optimization result has nothing to do with the initial value, with a
certain parallelism, and it has gained more attention and has good prospects for
development. However, the traditional particle swarm algorithm still has some de-
ficiencies in global search and convergence, the algorithm has attracted the interest
of many researchers and scholars and almost all of them are devoted to the study
of the performance improvement algorithm. It is confirmed that the particle swarm
algorithm has a very good application for single objective optimization problems,
but the multi-objective particle swarm optimization algorithm and its application
remains to be further studied. Based on the standard particle swarm algorithm and
multi-objective optimization theory, the multi-objective particle swarm optimization
algorithm is studied intensively in this paper, the concrete content and innovative
points can be summarized as follows. In the next section, a kind of improved multi-
objective particle swarm optimization algorithm is put forward. In section 3, a novel
energy saving model based on improved multi-objective particle swarm optimization
algorithm is proposed. In section 4, in order to test the performance of proposed
energy saving model, experiments are done. In the end, some conclusions are given.

2. Improved multi-objective particle swarm optimization
algorithm

For solving multi-objective optimization problem, it is not as direct and simple as
to solve the single objective optimization problem. It only needs to compare the size
of the fitness value, and the key is to find a series of multi-objective better trade-off
solution set that is called the non-dominated solution set, namely the Pareto optimal



WIRELESS SENSOR NETWORK 51

set (Pareto optimal set). The key of using particle swarm optimization algorithm
to solve multi-objective optimization problem is to determine the individual opti-
mal value and global optimal value, so as to guide the population search to Pareto
optimal set of the optimization problem. Due to the velocity updating formula of
particle swarm algorithm mainly relies on a certain individual optimal location and
the global optimal position, but the multi-objective optimization problem does not
has the only optimal solution, so particle swarm optimization needs to be modified in
combination with other methods, so as to choose the individual optimal solution and
the global optimal solution of each particle. In solving multi-objective optimization
problems, compared with other optimization algorithm, particle swarm optimiza-
tion algorithm is simple, search efficiency is high, and the general performance is
good. Combining with other algorithm is easy. So, research and improvement of
multi-objective particle swarm optimization algorithm has important significance for
solving multi-objective optimization problem.

Basic particle swarm optimization algorithm can only return a solution, but the
main goal of multi-objective optimization algorithm is to find a set of solutions, and
the optimal solution set makes best trade-off of different target for multi-objective
problems, so the basic particle swarm algorithm cannot be directly used for solving
multi-objective optimization problem. To make it widely used in the multi-objective
optimization problem, the key task of multi-objective particle swarm optimization
algorithm is to generate multiple solutions, thus to determine a set of solutions,
namely the Pareto optimal set.

Multi-objective algorithm not only should complete the task, but also should
cover the true Pareto optimal boundary approximately. At the same time it should
achieve three goals. The distance between the solution and Pareto boundary should
be minimized. The diversity of the non-dominant solution should be maximized to
represent Pareto boundary as fully as possible. The found non-dominated solution
should be maintained. In order to achieve the first goal, we should determine an ap-
propriate fitness function to measure the quality of a solution on the multi-objective
level. Fitness function has three kinds. The first kind is based on aggregation and
fitness function is a weighted sum of the objective function. The second is based on
the criterion and fitness function varies between different targets under different con-
dition in the process of optimization. The third is based on the Pareto dominance,
fitness function is directly proportional to control sequence of solution scheme. Most
of the control sequence scheme uses a series of non-dominant methods.

In order to achieve the second goal, we will introduce a variety of methods to keep
the diversity of non-dominated solutions. These methods increase the probability
of decision vector tending to Pareto boundary. Finally, in order to realize the third
goal, the use of previously found solution archives can be used to implement which is
a kind of elite strategy, and in this strategy, the best solution is stored in a repository.
To sum up, several basic particle swarm optimization algorithm based on modified
methods mainly include the method based on aggregation, the method based on
rules and the method based on dominant. These methods are able to fix the basic
particle swarm algorithm to generate multiple solutions.

Archive of the multi-objective optimization algorithm is used to track all non-
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dominated solution so far. The use of the archive is similar to elite strategy in
the evolutionary algorithm. In addition, in order to maintain the found solution,
archive is used to select the global optimal position and individual optimal position.
In archive method, global optimal and individual optimal non-dominant solution
is called global wizard and individual wizard, respectively. The wizard’s goal is to
attract particles to fly to Pareto front. A lot of methods are used to select the guide,
these methods usually cause each particle produce different global guide. Generally
speaking, it is because of these different guides selection, the Pareto optimal set
diversity can be maintained. For archive design, the most important is to prevent
the explosive expansion of archive size. Allowing uncertainty increasing of archive
has the following advantages.

The number of the non-dominant solutions is not restricted. Multi-objective
optimization algorithm without using archive can position number of non-dominated
solution at maximum. For one archive, more than solutions can be found. The
obvious advantage is that archive algorithm can use small group than the non-archive
method.

Using unlimited archive is helpful to maintain better diversity of population. Un-
limited archive, however, also has its own disadvantages. When the archive size and
target quantity increase, the computational complexity will increase significantly.
Computational complexity increasing is mainly due to the non-dominated sorting
and the choice of the guide. In order to solve the problem of archive algorithm
computational complexity, a series of methods have been developed. We can use
different data structure to express non-dominant solution. Non-dominant solution
is clustered, and clustering center is used to replace each focus class. The archive is
truncated, for example, the size of the archive is restricted to a predetermined value.
We investigate a kind of multi-objective optimization algorithm based on truncated
archive. An upper limit is set on the size of the archive. Once the archive reaches its
limit capacity, the non-dominated solution beyond the size are deleted. So at this
time, we should pay attention to keep the diversity of population. If we do not pay
attention, the deletion of non-dominant can make the Pareto optimal set diversity
loss.

The proposed multi-objective particle swarm optimization algorithm is mainly
based on the control method. The non-dominated solutions are determined accord-
ing to the Pareto dominance relation, which is the optimal solution of optimization
problem. A competitive mechanism is used to quickly compare the dominance re-
lationship between swarm individual. External archive set is used to store the non-
dominant solutions, and the truncation archive method is used to limit the size of
the archive. If the non-dominated solution set is beyond archive size, the descend-
ing order is carried out according to the crowded distance between each particle,
thus eliminating the particles beyond the archive size. At the same time, in the
process of searching dominant solutions, disturbance factor is joined to maintain
the diversity of population following a certain probability. We also put forward the
improvement strategy for speed update formula of particle swarm algorithm, and
the main research object is inertia weight and learning factors. We propose a kind
of competition mechanism, which can quickly search the non-dominant solution and
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build the external archive set. In swarm S, a particle x is chosen randomly and
S = S −{x}. The other particles are compared with particle x in turn according to
Pareto dominant relation of target function value. If x ≺ y, the particle y is deleted
from the particle swarm. If y ≺ x, x = y.N = N ∪ {x}, it stops until S = ∅ and
N is the non-dominant solution set. For non-dominated solution set being inserted
into the external file set, we also adopt the same method. When more particles
are eliminated, the algorithm runs faster, and also it reduces the complexity of the
algorithm.

Particle swarm algorithm needs to generate a set of Pareto solutions in each it-
eration for solving multi-objective optimization problem. Therefore, the external
archive is used to store each generation of non-dominated solution, and these solu-
tions construct Pareto frontier. Along with the iteration, each generation of Pareto
solution is used to update the external archive. However, with the increasing of
the number of iterations, the external archive size also gradually increases, then
algorithm computational complexity will be increased extremely. If we don’t con-
trol the external archive size, it will greatly increase the computational complexity.
Therefore, we use the crowding distance descending order to limit the size of the
external archive set. In the whole iterative process of particle swarm optimization,
it will continue to produce the non-dominated solution to be stored in one external
archive set, global optimal location of each particle is randomly selected from the
archive, the selection strategy can make non-dominant solutions in dense area get
more opportunities, thus it loses the diversity of population and is easy to cause the
algorithm into premature convergence and local optimum.

So, in order to keep the diversity of particles, improve population’s ability to jump
out of local optimal solution, based on a certain probability p, the Pareto solutions
in external archive are disturbed to produce new solutions and guide population
flight. The perturbation expression is

xdi = xdi · (0.5 + σ) , (1)

where σ represents disturbance factor between 0 < σ < 1 with mean value 0 and
variance 1, xdi represents the dth dimension of variable of particle i. The large
inertia weight is advantageous to the particle’s ability to explore new areas, namely
the swarm global search for population. And small inertia weight is beneficial to the
particle’s local search ability, which is conducive to local search of the population. At
first, the population tends to global search, and later it will gradually tends to local
search. According to this characteristic, dynamic adjustment calculation formula is

w(r) = [wmax − wmin]
rmax − r
rmax

+ wmin , (2)

where r represents iteration times, rmax represents the maximum iteration times,
wmin = 0.4 and wmax = 0.9. The dynamic adjustments of learning factor are

c1 = 1 +
rmax − r
rmax

(3)
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c2 = 1 +
r

rmax
(4)

The process of improved multi-objective particle swarm optimization is shown in
Fig. 1 and explanation of particular steps follows.

Fig. 1. Process of improved multi-objective particle swarm optimization
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1. Initialize speed and position of all the particles and the swarm size is n.

2. Calculate the fitness function value of each particle. Based on dominance
relation, it forms non dominated solution set.

3. Update external archive set.

4. The crowded distance between each particle of the external archive set is sorted
in descending order. Check whether it is beyond the distance according to the
set scale. If it is beyond the distance, the non-dominant solutions beyond the
scale are deleted.

5. Update individual optimal Pbest. If it is the first generation, the initial position
of each particle is directly set to be Pbest. If it is not the first generation, it
chooses whether to replace update based on the Pareto dominance relation.

6. The global optimal position Gbest is selected from the external archive set in
the top 10% of the non-dominant solution.

7. Update speed of the particle. If the speed vi > vmax,then vi = vmax. If the
speed vi < vmin, then vi = vmin.

8. Update the position of the new generation of particle and the particle is dis-
turbed according to probability p = 1− r/rmax to prevent the algorithm from
being trapped into local optimum.

9. Determine whether it achieves the maximum iteration times. If it meets the
termination condition, the algorithm stops. Otherwise, it turns to step 2 to go
on.

3. Energy saving model based on improved multi-objective
PSO

Wireless sensor network usually has a dense area of sensor nodes within the target
area in monitoring. If these sensors nodes work at the same time, causing collision
conflict of a large number of sensor nodes in the network, at the same time, a lot of
data redundancy also causes the network energy waste. Therefore, on the premise of
guarantee the quality of network service, scheduling activities of sensor nodes make
part of the sensor nodes into the active state, and the redundant nodes into idle
state, to save the network energy consumption and prolong network lifetime, which
is an important content in the research of wireless sensor network.

Suppose N number of sensor nodes randomly deployed in the target monitoring
area, which is responsible for collecting all target information in the monitoring area.
All sensor nodes perception radius and information computing ability are the same.
Sensor perception model is the disc perception model. When perception radius of
the sensor is R, it can cover all the target points taking itself as the circle center
with radius R. A large number of sensor nodes is randomly deployed in the target
area, the sensor node is divided into several subsets, and each covered subset can
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completely cover the target area. The proposed scheme can periodically schedule
these covers subset, maximize the sum of the working time of each subset, and extend
the life cycle of the whole network.

Let k be the number of covered set (N1, N2, . . . , Nk). Each subset is endowed
with random number between 0 and 1. When the random number is greater than
idle probability, the particle set is set to be 1 and the corresponding particle goes
into work state. Otherwise, the particle set is set to be 0 and the particle goes into
idle state. The idle probability is calculated as

p = a

(
1− Eci

Emi

)
+ b

In − 1

In
, (5)

where a and b are constants such that a + b = 1. Symbol Eci represents the left
energy of node i and symbol Emi represents initial energy of node i. Symbol In
represents the number of neighbor nodes within perception range of node i, N is
the number of sensors that are deployed in the whole target area randomly (N =
{n1, n2, · · · , nN}). Each sensor has initial energy E, the sensor radius is R, the
corresponding energy is {e1, e2, . . . , en}. Subset N

′ ∈ N is defined which satisfies
the following objective: the first object is to make network coverage rate maximum.

Max f1(x) =
Aarea(N

′
)

As
, (6)

s. t. U =
1

N

N∑
i=1

Ui =

√
1

ki
(d(ni, nj)−Dj)

2
, (7)

where U represents the uniformity, ki represents the number of neighbors of node ni,
d(ni, nj) represents the distance between two nodes, Di denotes the mean distance
value of all nodes intersected with perception radius of node ni. The second objective
is that the number of sensors should be minimized.

Max f2(x) = 1−

∣∣∣N ′
∣∣∣

N
. (8)

The third objective is to make unit energy consumption minimum.

Max f3(x) = −u
n∑

i=1

r2i /Aarea , (9)

where Aarea represents the monitoring area of N
′
and n represents the total number

of work nodes.
The process of energy saving model based on improved multi-objective PSO is

as follows.
Step l: Initialize the N number of particles, namely produce position and speed of
each individual randomly in the problem domain.
Step 2: Initialize the external sets and individual extreme, calculate the fitness of
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each particle value.
Step 3: The swarm is divided into several sub-swarm, and give each child population
a random number between 0 and 1.
Step 4: Calculate idle probability of each particle.
Step 5: Update the particle’s position and speed.
Step 6: Calculate the new fitness value. The fitness value of each particle is compared
with its own best locationPbest, if it is better, Pbest is reset.
Step 7: Coverage of each particle is compared with coverage of group best position
Gbest, if it is better,Gbest is reset.
Step 8: Update the external set. If the stop condition is met, the algorithm stops.
Otherwise, it returns to step 4.

4. Verification

In order to test the performance of proposed energy saving model, improved
multi-objective optimization algorithm are compared with traditional multi-objective
optimization algorithm. Coverage rate is shown in Fig. 2 and energy consumption
curve is shown in Fig. 3. In 20m×20m monitoring area, 30 sensor nodes are de-
ployed. The perception radius of the node is 5 and swarm scale is 30. It can be seen
that the network coverage rate and energy consumption of improved multi-objective
particle swarm optimization is better than traditional multi-objective particle swarm
optimization. Another experiment is also done to test the influence of perception
radius to coverage performance. The number of node is 40 and iteration time is 300.

Fig. 2. Coverage rate comparison
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Fig. 3. Energy consumption comparison

Fig. 4. Coverage rate with different radius
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From Fig. 4, we can see that coverage rate has obvious ascension with the in-
creasing of perception radius. At about 200 generation, network coverage rate of
perception radius of 5 and 6 is almost the same. When the perception radius is 4,
coverage rate is slightly lower. It can be seen that energy consumption of unit area
is associated with perception radius (see Fig. 5). The greater the perception radius,
the greater the energy consumption of unit area. Considering coverage rate and en-
ergy consumption, the network coverage performance is better when the perception
radius is 5.

Fig. 5. Energy consumption with different radius

Figure 6 shows energy consumption with different sensor nodes. We can conclude
that with the increasing of sensor nodes, energy consumption of unit area of the
improved energy saving model does not exhibit much change. On the whole, the
proposed model has higher energy efficiency.

5. Conclusion

Wireless sensor network has a wide range of applications in military, environment
science, health care and other areas. Because it involves many disciplines and fields,
there are some problems need to be solved. Coverage is one of the fundamental
issues in research of wireless sensor network. Because random high density of node
distribution may result in coverage area overlapped and large energy consumption,
we propose a kind of energy consumption covering strategy based on multi-objective
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Fig. 6. Energy consumption with different nod

particle swarm. When selecting the optimal coverage node set, we consider the
network energy consumption and the coverage rate at the same time. In each cycle,
node calculates its sleep probability according to its own energy consumption and
their neighbor’s information. Network coverage, the number of working nodes and
the energy consumption are taken as the optimized goal, and then improved multi-
objective particle swarm optimization algorithm is used to get the optimal coverage
solution. Simulation results show that the coverage control strategy can achieve high
coverage rate and effectively reduce the energy consumption at the same time. So
it ensures the network energy balance, keep stable network operation and prolong
survival time of the network.
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Research on the data processing and
rotation mode transfer of cloud
computing based on the virtual

machine (VM)

Lijun Mao1

Abstract. In order to improve the efficiency and security in the data processing and rotation
mode transfer of cloud computing, the visual machine method is proposed in this paper. The paper
achieves this through workload consolidation onto a set of servers and powering off servers that
become idle after consolidation. The main idea is to reduce power wastage by idle servers that do
not have any workload. This paper presents an efficient method of server consolidation through
virtual machine migration among server farms. The paper makes major contributions by providing
a comprehensive consolidation strategy using secure VM live migration. It discusses efficient ways
of deploying virtual machines to servers and migrating virtual machines among server’s clusters
based on sever workload utilization using dynamic round-robin algorithm. The ultimate result of
the method is the reduction of the number of physical machines used since the number of physical
machines used greatly affects the overall power consumption. The paper further discusses known
security threats to VM’S during live migration and presents mitigation strategies to the threats.

Key words. Data processing, rotation mode, cloud computing, virtual machine.

1. Introduction

Cloud computing can be defined as “a type of parallel and distributed system
consisting of a collection of inter-connected and virtualized computers that are dy-
namically provisioned” and presented as one or more unified computing resources
based on service-level agreements established through negotiation between the ser-
vice provider and consumers. Some of the examples for emerging Cloud computing
infrastructures/platforms are Microsoft Azure, Amazon EC2, Google App Engine,
and Aneka 121. From the energy efficiency perspective, a cloud computing data cen-
ter Can be defined as a pool of computing and communication resources organized
in the way to transform the received power into computing or data transfer work to
satisfy user demands [1–2]. The operation of large geographically distributed data
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centers requires considerable amount of energy that accounts for a large slice of the
total operational costs for cloud data centers. One implication of Cloud platforms is
the ability to dynamically adapt (scale. up or scale-down) the amount of resources
provisioned to an application in order to attend variations in demand that are either
predictable, and occur due to access patterns observed during the day and during
the night; or unexpected, and occurring due to a subtle increase in the popularity
of the application service [3].

This capability of clouds is especially useful for elastic (automatically scaling of)
applications, such as web hosting, content delivery, and social networks that are
susceptible to such behavior. These applications often exhibit transient behavior
(usage pattern) and have different Quality of Service (QoS) requirements depending
on time criticality and users’ interaction patters (online/offline). Virtualization in
computing is the creation of a virtual (rather than actual) version of something, such
as a hardware platform, operating system, a storage device or network resources
[4]. Virtualization can be viewed as part of an overall trend enterprise IT that
includes autonomic computing, a scenario in which the IT environment will be able to
manage itself based on perceived activity and utility computing, in which computer
processing power is seen as a utility that clients can pay for only as needed. The
usual goal of virtualization is to centralize administrative tasks while improving
scalability and overall hardware–resource utilization.

A virtual machine (VM) is a software implementation of a machine (i.e. a com-
puter) that executes programs like a physical machine [5]. VM’s are separated into
two major categories, based on their use and degree of correspondence to any real
machine. A system virtual machine provides a complete system platform which
supports the execution of a complete operating system (OS). Technologies, such as
Dynamic Voltage and Frequency Scaling (DVFS), and Dynamic Power Management
(DPM) were extensively studied and widely deployed. Because the aforementioned
techniques rely on power-down and power-off methodologies, the efficiency of these
techniques is at best limited. In fact, an idle server may consume about 2/3 of the
peak load [6–8]. However most of the methods presented have security vulnerabilities
and low energy saving. The way to address high energy problem is power required to
feed a completely utilized system. This workload consolidation onto a set of servers
by minimizing the peak can be achieved through idle after consolidation. The main
idea is to and powering off servers that become do not have reduce power wastage
by idle servers that any workload. This paper presents an efficient method of server
consolidation through virtual machine migration among server farms.

2. Overview

Current Cloud computing providers have several data centers at different ge-
ographical locations over the Internet in order to optimally serve costumer needs
around the world. Figure 1 depicts such a Cloud computing architecture that con-
sists of service consumers’ (Software as a Service-SaaS providers’) brokering and
providers’ coordinator services that support utility-driven internet working of clouds:
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application provisioning and workload migration. Federated inter-networking of ad-
ministratively distributed clouds offers significant performance and financial benefits
such as:

(i) Improving the ability of Software as a Service (SaaS) providers in meeting
QoS levels for clients and offer improved service by optimizing the service placement
and scale.

(ii) Enhancing the peak-load handling and dynamic system expansion capacity
of every member cloud by allowing them to dynamically acquire additional resources
from federation. This frees the Cloud providers from the need of setting up a new
data center in every location.

(iii) Adapting to failures such as natural disasters and regular system maintenance
is more graceful as providers can transparently migrate their services to others do-
mains in the federation, thus avoiding Software License Agreement (SLA) violations
and resulting penalties. Hence, federation of clouds not only ensures business conti-
nuity but also augments the reliability of the participating Cloud providers. One of
the key components of the architecture presented in Fig. 1 is the Cloud Coordinator.

3. Layered model design and algorithm

Physical Cloud resources along with core middleware capabilities form the basis
for delivering Infrastructure as a Service (IaaS) and Platform as a service (PaaS).
The user-level middleware aims at providing SaaS capabilities. The top layer focuses
on application services (SaaS) by making use of services provided by the lower layer
services. PaaS/SaaS services are often developed and provided by 3rd party service
providers, who are different from the IaaS providers.

3.1. Cloud applications

This layer includes applications that are directly available to define end-users
as the active entity applications over the Internet. These applications may be that
utilizes the SaaS supplied by the Cloud provider (SaaS providers) and accessed by
end-users either via a subscription model or a pay-per-use basis. Alternatively, in
this layer, users deploy their own applications. In the former case, there are ap-
plications such as Salesforce.com that supply business process models on clouds
(namely, customer relationship management software) and social networks. In the
latter, there are e-Science and e-Research applications, and Content-Delivery Net-
works. User-Level Middleware: This layer includes the software frameworks such
as Web 2.0 Interfaces (Ajax, IBM Workplace) that help developers in creating rich,
cost-effective user-interfaces for browser-based applications. The layer also provides
those programming environments and composition tools that ease the creation, de-
ployment, and execution of applications in clouds. Finally, in this layer several
frameworks that support multi-layer applications development, such as spring and
Hibernate, can be deployed to support applications running in the upper level.



RESEARCH ON THE DATA PROCESSING 67

3.2. Core middleware

This layer implements the platform level services that provide runtime environ-
ment for hosting and managing User-Level application services. Core services at this
layer include Dynamic SLA Management, Accounting, Billing, Execution monitor-
ing and management, and Pricing. The well-known examples of services operating
at this layer are Amazon EC2, Google App Engine, and Aneka. The functionali-
ties exposed by this layer are accessed by both SaaS (the services represented at
the top-most layer in Figure 1) and IaaS (services shown at the bottom-most layer
in Figure 1) services. Critical functionalities that need to be realized at this layer
include messaging, service discovery, and load balancing. These functionalities are
usually implemented by Cloud providers and offered to application developers at an
additional premium. For instance, Amazon offers a load balancer and a monitoring
service (Cloud watch) for the Amazon EC2 developers consumers. Similarly, de-
velopers building applications on Microsoft Azure clouds can use the .NET Service
Bus for implementing message passing mechanism. System Level: The computing
power in Cloud environments is supplied by a collection of data centers that are
typically installed with hundreds to thousands of hosts. At the System Level layer,
there exist massive physical resources (storage servers and application servers) that
power the data centers. These servers are transparently managed by the higher-level
virtualization services and toolkits that allow sharing of their capacity among virtual
instances of servers. These VMs are isolated from each other, thereby making fault
tolerant behavior and isolated security context possible.

The estimated finish time of a task managed by a VM is given as

eft(p) = est(p) +
rlis

capacity
, (1)

where est(p) is the estimated start time of task p and rlis is the total number of
instructions that the cloud network will need to execute. Thus the total capacity of
a VM has multiple p tasks given as

capacity =

∑np
i=1 cap(i)

np
, (2)

where i is the processing strength of an individual element. Therefore, the total
capacity of a VM in the cloud computing network is

capacity =

∑nap
i=1 cap(i)

max(
∑network

j=1 cores(j), np)
, (3)

where cap(i) is the processing strength of an individual element.
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4. Experimental result and discussion

This paper considered two sets of experiments to evaluate the proposed approach.
The first set of experimental tests was done to test the approach in a two-tier (2T),
three-tier (3T), and three-tier high-speed (3Ths) architectures. The second experi-
ments that were done validate the effectiveness of energy-conscious VM provisioning
technique proposed. Proposed algorithms were evaluated through simulations using
the C1oudSim toolkit which offers the following novel features

(i) Support for modeling and simulation of large scale Cloud computing environ-
ments, including data centers, on a single physical computing node.

(ii) A self-contained platform for modeling Clouds, service brokers, provisioning,
and allocations policies.

(iii) Support for simulation of network connections among the simulated system
elements.

(iv) Facility for simulation of federated Cloud environment that inter-networks
resources from both private and public domains, a feature critical for research studies
related to Cloud-Bursts and automatic application scaling. Some of the unique,
compelling features that make C1oudSim our chosen simulation framework are:

(i) Availability of a virtualization engine that aids in creation and management
of multiple, independent, and co-hosted virtualized services on a data center node.

(ii) Flexibility to switch between space-shared and time-shared allocation of pro-
cessing cores to virtualized services. In contrast with other architectures 2T data
center does not include aggregation switches. The core switches are connected to
the access network directly using 1 GE links (referred as C2-C3) and interconnected
between them using i0 GE links (referred as C1-C2). The 3Ths architecture mainly
improves the 3T architecture with providing more bandwidth in the core and ag-
gregation parts of the network. The bandwidth of the C1-CZ and C2-C3 links in
3Ths architecture is ten times of that in 3T and corresponds to 100 GE and LOGE
respectively. The availability of 100GE links allows keeping the number of core
switches as well as the number of paths in the ECMP routing limited to 2 serving
the same amount switches in the access. The propagation delay of all the links is set
to 10 ns. The workload generation events and the size of the workloads are exponen-
tially distributed. The average size of the workload and its computing requirement
depends on the type of task. For CIW workloads the relation between computing
and data transfer parts is chosen to be 1/10, meaning that with a maximum load
of the data center, its severs will be occupied for 100% while the communication
network will be loaded for 10% of its maximum capacity. For DIW workloads the re-
lation is reverse. Under the maximum load the communication network is loaded for
100% while computing servers far only 10%. Balanced workloads load computing
servers and data center network proportionally. The workloads arriving at the data
center are scheduled for execution using secure energy-aware CIoudSim scheduler.
This scheduler tends to group the workloads on a minimum possible amount of com-
puting servers. In order to account for DIW workloads the scheduler continuously
tracks buffer occupancy of network switches on the path. In case of a congestion
the scheduler avoids using congested routes even if they lead to the servers able to
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satisfy computational requirement of the workloads. The servers left idle are put
into sleep mode (DNS scheme) while on the under-loaded servers the supply voltage
is reduced (DVFS scheme). The time required to change the power state in either
mode is set to 100ms.

Figure 2 presents a workload distribution among severs. The whole load of the
data center (around 30% of its total capacity) is mapped onto approximately one
third of the servers maintaining load at a peak rate (left part of the chart). This
way, the remaining two thirds of the servers can be shut down using DNS technique.
A tiny portion of the approximately 50 out of 1536 servers which load represents
a falling slope of the chart are under-utilized on average, and DVFS technique can
be applied on them. Figure 3 presents data center energy consumption comparison
for different types of user workloads: balanced. Balanced workloads consume the
most as the consumptions of both servers and switches become proportional to the
offered load of the system. CIWs stress the computing servers and leave data center
network almost unutilized. On the contrary, execution of DIWs creates a heavy
traffic load at the switches and links leaving the servers mostly idle. The process of
scheduling for DIWs requires performing load balancing for redistributing the traffic
from congested links. As a result, these workloads cannot be fully grouped at the
minimum amount of the servers due to the limitations of the data center topology.
This way, in real data centers with the mixed nature of workloads the scheduler may
attempt a grouped allocation of CIWs and DIWs as optimal allocation policy.

Fig. 2. Server workload distribution with a CloudSim scheduler

This component is instantiated by each cloud in the system whose responsibility
is to undertake the following important activities:

(i) Exporting Cloud services, both infrastructure and platform-level, to the fed-
eration

(ii) Keeping track of load on the Cloud resources (VMs, computing services) and
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Fig. 3. Data center energy consumption for different types of workloads

undertaking negotiation with other Cloud providers in the federation for handling
the sudden peak in resource demand at local cloud.

(iii) Monitoring the application execution over its lifecycle and overseeing that
agreed SLAs are delivered. The Cloud brokers acting on behalf of SaaS providers
identify suitable Cloud service providers through the Cloud Exchange. Further,
Cloud brokers can also negotiate with respective Cloud Coordinators for allocation
of resources that meets the QoS needs have hosted or to be hosted SaaS applica-
tions. The Cloud Exchange (CEx) acts as a market maker by bringing together
Cloud service (IaaS) and SaaS providers. It aggregates the infrastructure demands
from the Cloud brokers and evaluates them against the available supply currently
published by the Cloud Coordinators. The applications that may benefit from the
aforementioned federated Cloud computing infrastructure include social networks
such as Facebook and MySpace, and Content Delivery Networks (CDNs). Social
networking sites serve dynamic contents to millions of users, whose access and in-
teraction patterns are difficult to predict. In general, social networking web-sites
are built using mufti-tiered web applications such as Web Sphere and persistency
layers like the MySQL relational database. Usually, each component will run in a
different virtual machine, which can be hosted in data centers owned by different
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Cloud computing providers. Additionally, each plug-in developer has the freedom to
choose which Cloud computing provider offers the services that are more suitable to
run his/hers plug-in. As a consequence, a typical social networking web application
is formed by hundreds of different services, which may be hosted by dozens of Cloud-
oriented data centers around the world. Whenever there is a variation in temporal
and spatial locality of workload (usage pattern), each application component must
dynamically scale to offer good quality of experience to users [9–10]. Figure 4 shows
the data center energy consumption comparison and Fig. 5 shows the total energy
consumption by the system in the proposed model.

Fig. 4. Data center energy consumption comparison

Domain experts and scientists can also take advantage of such mechanisms by us-
ing the cloud to leverage resources for their high-throughput e-Science applications,
such as Monte-Carlo simulation and Medical Image Registration. In this scenario,
the clouds can be augmented to the existing cluster and grid based resource pool
to meet research deadlines and milestones. Cloud computing servers applications as
localized attacker or malware to use the same operating systems, enterprise and web
virtual machines and physical servers. The ability for a remotely exploit vulnera-
bilities in these systems and threat to virtualized cloud computing environments.
Figure 6 shows the Number of VM migrations and Fig. 7 shows the number of SLA
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Fig. 5. Total energy consumption by the system in the proposed model

violations. In virtual machines increases the attack surface and risk of VM-to-VM
compromise. Furthermore, several security vulnerabilities exist in migration, espe-
cially live migration of such systems that may degrade the protection strength or
even break the protection. In VM live migration, the challenges lie in the following
three aspects:

(i) Preserving the privacy and integrity of protected contents.
(ii) Packing the maintenance metadata in the Virtual Machine Monitor (VMM),

conflict, and re-establishing the protection base on the solving the namespace target
platform.

(iii) Eliminating the security vulnerabilities imposed by live migration. Time-
of-Check to time-of-use (TOCTTOU) attack and replay attack have identified as
possible attacks that a VM faces during live migration. This provides mitigation
strategies against these vulnerabilities that a VM is exposed Live Migration.

5. Conclusion

This paper has done extensive investigation on various power-aware VM provi-
sioning schemes like DVFS and DNS. The paper does two sets of experiments to test
the presented approach in various architectures like two-tier (2T), three-tier (3T),
and three-tier high-speed (3Ths) architectures. Previously, other researcher had per-
formed simulation on two tier architecture only. They overlooked the fact that data
centers behave differently when implemented using 2T, 3t and 3Ths.For this purpose,
the paper is able to present an optimal power aware provisioning scheme based on
comparative evaluation the existing schemes on various architectures. The effective-
ness of these contributions has been appraised through a comprehensive simulation-
driven analysis of the proposed approach based on realistic and well-known data
center conditions in order to capture the transient behaviors that prevail in existing
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Fig. 6. Number of VM migrations

Fig. 7. Number of SLA violations

data center environments.
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An efficient face recognition algorithm
based on multi-kernel regularization

learning

Bi Rongrong1

Abstract. A novel face recognition algorithm based on multi-kernel regularization learning is
proposed. Firstly, we present three types of visual features to describe human faces, including: 1)
Local Gabor Gradient Pattern (LGGP), 2) Histogram of Gabor Ordinal Ratio Measures (HGORM)
and 3) Densely Sampled Local Binary Pattern (DSLBP). Secondly, we integrate the multiple kernel
based method and the manifold regularization together to solve the face recognition issue. Par-
ticularly, the face recognition problem is solved by minimizing an optimization problem based on
manifold regularization calculation using the graph Laplacian. Finally, three typical human face
databases are used to test the performance of our proposed algorithm. Experimental results show
that the proposed algorithm can achieve high recognition accuracy even when occlusion happens.

Key words. Face recognition, multi-kernel regularization learning, manifold regularization,
loss function.

1. Introduction

With the development of information science, biometric technology has become
a key mode for personal identification or authentication technology [1]. ID authenti-
cation refers to a crucial issue in human’s daily life. We need to prove our own ID in
many occasions, such as electronic business, bank online, public security. However,
existing ID authenticating methods can no longer satisfy our requirements [2], [3].
In particular, face recognition refers to an important branch of biometrics, which is
more easily accepted for the most intuitive means of identification. Face features
of humans will not be changed with age varying [4]. Different from other biometric
identification methods (such as fingerprint, retina, iris, and so on), face recognition
is a more humanitarian approach, which is more direct and friendly [5].

However, due to the issues of face recognition (e.g. illumination, angle, and
occlusion) which have not been tackled well, the accuracy of face recognition still
cannot be satisfied. Face recognition is made up of two steps: 1) face detection

1Harbin University of Science and Technology; Heilongjiang Harbin 150080, China
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and 2) face identification [6], [7]. Face detection aims to obtain the location and
size of faces in the host image. On the other hand, face identification analyzes and
extracts visual feature vector from the target image [8]. In general, face recognition
has significant theoretical research values and wide application values [9].

The main idea of this paper is to introduce regularization learning to solve the
human face recognition problem. To tackle an ill-posed issue and avoid overfitting,
regularization learning has been proposed, and it is hot topic in machine learning and
computer science. In the following, we introduce related works about applications
of regularization learning, such as Real-time visual tracking [10], high dimensional
classification [11], MRI reconstruction [12], image classification [13], Multiple task
learning [14], object tracking [15], human face-based age estimation [16], Text cate-
gorization [17], Learning Gene Expression Programs [18], image noise reduction [19],
Image Understanding [20].

2. Feature description for human face recognition

For the face recognition task, effective feature description is a crucial problem.
Therefore, in this section, we explain what visual features are chosen to describe
human faces. Particularly, in this paper, we assume that a human face image is
represented as I ∈ R128·128.

2.1. Feature type 1: Local Gabor Gradient Pattern (denoted
as LGGP)

In order to code Gabor magnitude responses, we exploit a gradient descriptor
which is defined as follows.

ξ (xc) = arctan

(
β · Nv

Nh + λ

)
, (1)

where Nv and Nh denote the gradients, which should be calculated in both vertical
direction v and horizontal directions h. The parameters β and λ are used to stabilize
the gradient descriptor. Function arctan () and parameters β, λ are exploited to avoid
the output from increasing or decreasing too fast. Then, the gradients are calculated
as follows.

Nv = γmod(i+4,R) − γi , (2)

Nh = γmod(i+6,R) − γmod(i+2,R) , (3)

where the function mod () means the modulo operator, and symbol i denotes the
index of the neighbor pixel. Then, in order to obtain Local Gabor Gradient Pattern
features, each gradient-encoded Gabor image is separated to several non-overlapping
patches, and then histogram of these patches is constructed.
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2.2. Feature type 2: Histogram of Gabor Ordinal Ratio
Measures (denoted as HGORM)

In order to effectively describe Gabor phase responses, we utilize the Ordinal
Measure to compares two various regions to make a decision which region has a
higher value. We establish a horizontal ordinal filter, and we use this ordinal filtering
to generate the output of Gabor phase responses. Afterwards, a ratio measure is
exploited to calculate the features as follows.

OF = arctan

(
β · Ov

Oh + λ

)
, (4)

where symbols Oh and Ov refer to the convolution of horizontal and vertical ordinal
filter with the Gabor phase response respectively. Furthermore, parameters β and
λ refer to two constants which are exploited to ensure the function to be stable.

Then, HGORM feature is regarded as an updated version of the LGGP feature.
The ratio measure utilized in HGORM is weighted through Gaussian kernel, and
image is separated to several non-overlapping patches as well. The number of patches
of an image is set to 64 with the patch size is 16 · 16, and the number of histogram
bins is set to 16.

2.3. Feature type 3: Densely Sampled Local Binary Pattern
(denoted as DS-LBP)

We use uniform LBP patterns which are obtained from the image, and then a
59-bin histogram feature vector is constructed. Furthermore, Uniform LBP patterns
represent all binary patterns which have at most two bitwise transitions in the range
[0, 1]. Next, to construct the DS-LBP feature vector, each image coded by LBP is
separated to several overlapping patches, and then a histogram is extracted from
image patch. Particularly, in this work we set the number of patches for in each
image to 256 with the patch size is 16 · 16. Afterwards, feature vector of DS-LBP is
represented as follows.

VDS−LBP (I) = (s1, s2, · · · , sN ) , (5)

where N refers to the total number of patches in an image, and s refers to the
histogram features.

Integrating all the above three feature types, overview of the feature descriptors
used in this work is given in Table 1.

3. The proposed face recognition algorithm based on
multi-kernel regularization learning

In this section, we discuss how to solve the face recognition problem by im-
age classification, and the manifold regularized multiple kernel learning (denoted as
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MKL) is used to design classifier. Multiple kernel learning is defined as follows.

argmin
f∈H

C

K∑
i=1

L (xi, yi, f) + γ ‖f‖2H , (6)

where total K pairs of training data (xi, yi) , i ∈ {1, 2, · · · ,K}, L (xi, yi, f) refer to
a loss function, ‖f‖2H denotes a norm restriction with the space H.

Table 1. Overview of the feature descriptors used in this work

Feature category LGGP HGORM DS-LBP

Size of patch 16× 16 16× 16 16× 16

Patch number 2560 2560 256

Number of bins
for each patch

16 16 59

Patch organiza-
tion mode

Non overlapping Non overlapping Overlapping

In terms of the Representer theory, to minimize the optimization problem in (8),
the following equation should be solved in advance.

Considering that it is of great importance to integrate multiple kernel based
policy and the manifold regularization. Therefore, the formation of the manifold
regularized multiple kernel learning is given as follows

argmin
f∈H

C

K∑
i=1

L (xi, yi, f) + γh ‖f‖2H + γp ‖f‖2P , (7)

where ‖f‖2P is used to represent the internal structure of data and parameter γh is
able to control the penalty of manifold.

In order to calculate the manifold regularization, graph Laplacian (denoted as
L) is used as follows.

γp ‖f‖2P =
γp
`2
fTLf , (8)

where L = D−W , among whichW is the data adjacency graph weight and D refers
to a diagonal matrix. Furthermore, the following condition is satisfied.

Dij =

n∑
j=1

Wij . (9)
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Afterwards, the loss function is used as the hinge loss function and it is suitable
to be utilized in classifier, such as support vector machine.

C ·
K∑
i=1

L (xi, yi, f) = C ·
K∑
i=1

max (0, 1− yif (xi)) . (10)

Next, to estimate the error of hinge loss function, feature function is modified as
follows.

f∗ (x) = argmin
f∈H

C

K∑
i=1

max (0, 1− yif (xi)) + γh ‖f‖2H +
γp
`2
fTLf . (11)

Therefore, the face recognition problem can be tackled by minimizing the opti-
mization problem in (11).

4. Experiment

In this section, we choose three typical human face databases (named as D1:
Extended Yale B dataset, D2: FERET dataset, and D3: CMU PIE) to test the
performance of our proposed algorithm. D1 is made up of 2414 frontal human
face images of 38 persons, and nearly 64 images are taken from one person. The
original images in D1 are organized as 192×168 pixels. In order to test the adaptive
capacity of our test algorithm, D1 dataset is designed based on different illumination
conditions. D2 includes 1199 subjects more than 14000 images. Particularly, face
images in D2 are taken under various lighting conditions, facial expressions, and
pose angles. For simplicity, only face images which are taken from the front view are
chosen. D3 dataset contains 68 subjects with 41386 human face images, and images
in this dataset are taken under different illuminations and expressions.

To make performance comparison, Multiple Kernel Learning based face recogni-
tion (denoted as MKL) [21] and SVM based face recognition [22] are used to com-
pared with ours method. The overall performance of MKL, SVM and our proposed
method is shown in Table 2.

Table 2. Face recognition accuracy for different methods

Dataset MKL (%) SVM (%) Our proposed method
(%)

D1 85.69 88.95 91.64

D2 82.47 84.12 87.93

D3 84.61 86.08 89.37

Table 2 shows that our proposed method is able to achieve higher face recognition
accuracy than other two methods for all three datasets. Afterwards, we illustrate
ROC curves for all above datasets under different methods (shown in Figs. 1–3).
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Fig. 1. ROC curve for dataset D1

Fig. 2. ROC curve for dataset D2

To further test the performance of our proposed method when part of human
face image is occluded, and experimental results are given in Figs. 4–6.

It can be observed that compared with MKL and SVM based face recognition
methods, our proposed method can achieve higher recognition accuracy than other
methods. When occlusion rate increasing, recognition accuracy of all methods de-
creases. However, we find that even when occlusion happens, our method still per-
forms better than other methods.
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Fig. 3. ROC curve for dataset D3

Fig. 4. Face recognition rate for different occlusion rate using dataset D1

5. Conclusion

This paper aims to present an efficient face recognition algorithm based on multi-
kernel regularization learning. Three types of visual features are exploited to describe
human faces, which are 1) Local Gabor Gradient Pattern, 2) Histogram of Gabor
Ordinal Ratio Measures and 3) Densely Sampled Local Binary Pattern. Then, the
multiple kernel and the manifold regularization are used to solve the human face
recognition problem. Afterwards, the face recognition problem is solved by minimiz-
ing an optimization problem with manifold regularization calculation. In the end,
experimental results demonstrate that that the proposed algorithm can achieve high
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Fig. 5. Face recognition rate for different occlusion rate using dataset D2

Fig. 6. Face recognition rate for different occlusion rate using dataset D3

recognition accuracy for various human face databases.
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Research on bridgeless PFC circuit
control algorithm of electric vehicle

charging pile

Honglai Yan1

Abstract. In order to solve the problem of input voltage instability and output load fluc-
tuation when the electric vehicle charging pile is charging the charging pile, the bridgeless power
factor correcting (PFC) control algorithm of charging pile as the research object is taken, and
made a detailed analysis and research. Firstly, the mathematical model of bridgeless PFC circuit
is established, and the commonly used single cycle control algorithm is deduced. According to
the theory, the simulation model of bridgeless PFC is established. According to the test data of
simulation circuits in input voltage disturbance, output voltage fluctuation, power factor and other
aspects, the algorithm is used as a control algorithm for the circuit, and the simulation verification
is carried out on it.

Key words. Electric vehicle, bridgeless PFC, single cycle control algorithm.

1. Introduction

With the progress of science and technology and development of economy, the
vehicle has become an indispensable means of transport in people’s lives. At the
same time, the energy and environmental problems caused by traditional vehicles
are becoming more and more serious. In order to solve the energy and environmental
problems, pure electric vehicles began to be widely promoted [1, 2]. With the increase
in pure electric vehicles, the charging behavior of a large number of pure electric
vehicles has a great impact on the power grid [3].

From the load point of view, charging pile is a harmonic source load. When
the pure electric vehicle is charging through the charging pile, the charging pile
injects the harmonic current into the grid, thus affecting the quality of the current
and voltage in the grid. With a large number of pure electric vehicles entering
the market, when a region has a large number of charging piles that charge purely
electric vehicles, it leads to regional load fluctuations of the grid, which will also
influence the power supply voltage of the grid. The floating of the grid voltage

1Xi’an International University, Shaanxi, 710000, China
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adversely affects the battery life of a pure electric vehicle which is charged through
the charging pile. At the same time, the power conversion circuit of the charging pile
inevitably produces electromagnetic interference in the course of work. The presence
of electromagnetic interference not only has a great impact on the sensitive electronic
equipment (meters, etc.) of the charging pile, but undesirable components of current
also penetrate into the power grid and cause harmonic pollution. The battery model
of the pure electric vehicle is different, and when the same battery is charged in
different power conditions, the load will exhibit some differences. The existence of
these problems makes the power conversion circuit of the charging pile need to have
a good anti-interference barrier to the input voltage and output load fluctuations,
and need to meet the electromagnetic compatibility in the normal operation process.

2. Methods

2.1. Analysis of the circuit model of bridgeless Boost PFC

The boost power factor correcting (Boost PFC) circuit has many kinds of struc-
tures [4, 5] at present, because the two switch tubes and the diode in the Boost PFC
circuit are the same model. Especially, when the bridgeless Boost PFC uses two
independent inductances, it needs to keep the inductance of the two inductors the
same. Therefore, the bridgeless Boost PFC equivalent circuit can be expressed in
a uniform form, that is, it can be equivalent to the combination of two Boost PFC
which take turns to work when the frequency input voltage is in the positive and
negative two-half cycles. In order to combine the circuit to analyze, the bridgeless
Boost PFC in this paper is taken as an example to analyze the circuit. The analy-
sis process and results of the bridgeless Boost PFC circuit can be applied to other
topologies.

2.1.1. Large-signal model of bridgeless Boost PFC. Before the analysis of the
bridgeless Boost PFC circuit the following assumptions need to be made:

1. All the semiconductor devices in the circuit are regarded as ideal device.

2. The bridgeless Boost PFC circuit works in continuous conduction mode (CCM
mode).

3. Switching frequency is far higher than the frequency of AC input voltage

According to the analysis of two modes of Boost PFC circuit, the equivalent of
Boost PFC is obtained. The circuit is shown in Fig. 1.

The equivalent circuit shown in Fig. 1 can be divided into two different operating
states according to the turn-off of the switch S. According to the switch tube con-
duction and shutdown, the flow direction analysis of the voltaic is shown in Fig. 2,
which is the equivalent circuit of the bridgeless Boost PFC in a cycle.

When the switch tube S is in the conduction, the state equation of the inductor
current and capacitance voltage in the circuits under the condition of the breakover
can be obtained according to the Kirchhoff’s theorems:
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Fig. 1. Equivalent circuit of bridgeless Boost PFC

Fig. 2. Equivalent circuit of bridgeless Boost PFC in one cycle

diL
dt

= − 1

L
Vc , (1)

dVc

dt
= − 1

RC
Vc , (2)

where iL is the input inductor current and Vc is the output capacitor voltage. When
the switch tube is off, the state equations of the input inductor and capacitor voltage
can be obtained in the form

diL
dt

= − 1

L
Vc +

1

L
vac , (3)

dVc

dt
=

1

C
iL −

1

RC
Vc . (4)

Since it is assumed that the switching frequency is much greater than the fre-
quency of the AC power, the input voltage Uin in the switching cycle is a fixed value.
When the bridgeless Boost PFC is in the CCM mode, it is assumed that the duty
cycle of the switch tube is d, the break duty cycle is d′, the input inductor current
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iL and the output capacitor voltage Vc are the state quantities for each switching
cycle. The state equation for a switching period is given as(

igL
vg

C

)
= d

((
0 0
0 1

RC

)
·
[
iL
vC

]
+

[
1
L
0

]
· Uin

)
+ .

+ d′
((

0 − 1
L

1
C − 1

RC

)
·
[
iL
vC

]
+

[
1
L
0

]
· Uin

)
. (5)

Assuming that vs(t) represents the voltage of the both ends of the switch tube,
iD(t) is the current flowing through the diode D in the figure. In order to facilitate
the analysis, the output voltage is expressed with Uin = 1. Since the uncontrollable
rectifier bridge is eliminated in bridgeless PFC circuit, the input inductance is di-
rectly connected to the output side. The inductor current iL(t) and output current
i0(t) is equal. Therefore, we can get the large signal expression between the mean
current iD(t) across the diode and the voltage vs(t) of the both ends of the switch
tube in a complete cycle:

vs(t) = d′(t)U0(t) , (6)

iD(t) = d′(t)i0(t) . (7)

2.1.2. Small-signal analysis of Boost PFC without bridge. In the process of
bridgeless Boost PFC working, each system variable contains steady-state variables
and perturbation components. Assuming that the voltage of the both ends of the
switch tube S is vs(t) and output voltage is v0(t), the current of diode D is iD(t),
the input current is ig(t), the steady-state components of the power switch tube S
in off duty cycle d′(t) are U0, Vs, ID, Ig, D′ and the disturbance components can be
expressed as v̂s, v̂0, îD, îg, d̂, the formulae (6)–(7) can be written as

vs + v̂s = D′ (U0 + v̂0) + d̂′ (U0 + v̂0) , (8)

iD + îD = D′
(
Ig + îg

)
+ d̂′

(
Ig + îg

)
. (9)

Because the disturbance quantity of the circuit is set to be small, so d̂′v̂0 and
d̂′îg can be neglected. The small signal expressions (10) and (11) of the voltage vs(t)
and the current iD(t) can be obtained.

v̂s = D′v̂0 + d̂′V0 , (10)

îD = D′îg + d̂′Ig . (11)

From the small signal model of the voltage vs(t) and current iD(t), the frequency
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domain expression in the circuit can be obtained in the form

v̂g(s) = U0d̂
′(s) + D′v̂(s) + SLîg(s) , (12)

D′îg(s) + Igd̂
′(s) = SCv̂0(s) +

v̂0(s)

R
. (13)

The expression for the v̂0(s) can be obtained from (13). Then, putting it in (12),
we can obtain the expression of the input current as follows

îg(s) = Gig(s)v̂g(s) + Gid(s)d̂(s) . (14)

Thus, the transfer function Gid(s) that can be derived for the input current and
duty cycle can be expressed as

Gid(s) =
Kid

(
s
w2

+ 1
)

s2

w2
0

+ s
Qw0

+ 1
, (15)

where
Kid =

2U0

R(1−D)2
w2 =

2

RC
,

w0 =
1−D√
LC

, Q = R(1−D)
√

C/L . (16)

Here Gid(s) represents the transfer function of the input current and duty cycle
in the power stage of the bridgeless Cuk PFC circuit, and can be used as the control
object during the analysis and design of the control circuit. The capacitance, resis-
tance, and inductance in the transfer function expression are constant, so the duty
cycle D and output voltage, V0 change during the normal operation.

2.2. Single-cycle current control algorithm

The single-cycle control model [7] was introduced by Prof. Semdey from the Cal-
ifornia University, USA in the early 1990s. Single-cycle control method does not
require multipliers, as a non-linear control technology, it has a dual function of con-
trol and regulation. The main idea of single-cycle control is: the average switch
value in any switching cycle must be equal or proportional to its control reference
by controlling the duty cycle of the switching tube. Thus, the advantage of the
single-cycle control is that no matter whether the circuit is in a transient or a steady
state during operation, it is possible to keep the average of the controlled quantity
proportional to its given value. The disturbance on the power supply side is sup-
pressed. In this control algorithm, the circuit will not produce the transient error
and steady-state error during the entire process.

In the circuit design process, the use of single cycle control has the following
advantages: constant switching frequency, faster dynamic response, strong anti-
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jamming capability, and easy implementation. Therefore, many scholars will shift
the focus of PFC research to single cycle control. Many scholars at home and abroad
have done a lot of practical innovation in the field of single cycle control. The basic
schematic diagram of the single cycle control algorithm is shown in Fig. 3.

Fig. 3. Basic schematic diagram of single cycle control

The input signal of switch S is denoted by x(t), and the output signal is denoted
by y(t). Assuming that the turn-on time in any switching cycle is Ton, the turn-off
time is Toff and Ts is a complete switching period, then the duty cycle isd = Ton/Ts.
The circuit operates at a constant switching frequency fs = 1/Ts. Through the
previous analysis we can know that the purpose of single cycle control is to adjust
the breakover time Ton of the switch S. Through the adjustment of the breakover
time, the average value of output y(t) is equal to the reference value Vref , so that the
elimination of transient and steady-state errors is achieved. The operation of the
integrator is achieved by controlling the on-off of the switch S by a CLOCK having
a fixed frequency, and the integral value of the integrator is as follows

Vint =
1

Ts

∫
0

x(t) dt , (17)

where Ts = CintRint is the integral time constant (switching cycle).
In any one switching cycle, when the integrator value Vint and reference voltage

Vref are equal, the comparator output flips, RS flip-flop resets, and then the switch
signal will be low so that the switch S turns off. The integrator resets and waits for
the next switching cycle. If the output of the switch y(t) in each cycle can be made
equal to the integral value of the given reference value Vref by modulating the duty
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cycle of the switch, it can be expressed as follows∫ Ton

0

x(t) dt =

∫ Ts

0

Vref(t) dt . (18)

Simultaneously dividing Ts at both ends of the above equation yields an average of
the output signal in each cycle which equals to the average of the given reference
values

1

Ts

∫ Ts

0

x(t) dt =
1

Ts

∫ Ts

0

Vref(t) dt . (19)

Then the average value of the output signal in the current switching cycle is

ȳ(t) =
1

Ts

∫ Ton

0

x(t) dt =
1

Ts

∫ Ts

0

Vref(t) dt = Vref , (20)

so that
ȳ(t) = Vref(t) . (21)

In the case of stable output, the output voltage is represented by U0. The input
current changes in same phases and same frequency following the input voltage,
which is the target of the PFC. The circuit is purely resistive to the grid and can be
expressed as Re, so that

iL =
Uin

Re
. (22)

For Boost PFC, the input voltage Uin and output voltage U0 exhibit the following
relationship

U0

Uin
=

1

1−D
. (23)

Here D is the duty cycle, and the conditions that the governing equations need
to satisfy can be derived by using the input equation for the unity power factor in
the ideal state. From (21) and (22) we can find

ReiL = U0(1−D) . (24)

If Rs is the sampling resistance in the bridgeless PFC, (23) provides

RsiL =
Rs

Re
U0(1−D) . (25)

From the above formula we can see that the average output value U0 and input
Uin are not related to each other. The average value ȳ(t) of the output signal can
be made equal to the reference value Vref in the current switching cycle once the
single-cycle control is used, and irrespective of the input signal Uin is constant or
fluctuating. In other words, a non-linear branch in the single-cycle control can be
turned into a linear branch.

The single-cycle control technology has the following advantages:
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1. The realization of the circuit is simple.

2. The total harmonic distortion of the grid current is small.

3. The control loop is not sensitive to noise interference

4. Direct output voltage is smooth, the adjustment range is very large.

5. The control loop is stable and has good dynamic response

Therefore, the technology of single cycle control is also called the instantaneous
value control technique of switching voltage. It can suppress the disturbance of the
input side signal x(t) and disturbance of the load side and output signal y(t) is very
well, so as to ensure that the output voltage is constant.

3. Simulation verification and analysis

3.1. Single cycle control simulation

Set the model parameters: AC input voltage is 220 sin(50t), the rated load is the
ideal load 100 Ω.

According to the principle of single cycle control, the system simulation model is
obtained. The inductor size is L = 1.5mH, the input filter capacitance is C = 1µF,
the filter inductor is L1 = 1µH, and the output filter capacitor is C1 = 660µF.
R1 and R2 are the sampling resistors of the direct current side, and R1 is much
higher than R2. The PID parameters of the voltage loop are: p = 5, i = 0.5, the
parameters of the current loop PID are p = 30, i = 0.1, and the output voltage is
400V.

Single-cycle control simulation: the waveform of the input current and output
voltage under the ideal state are shown in Fig. 4.

3.2. Charging pile overall circuit simulation

From simulation waveform under the single cycle control algorithm, it can be
obtained a more smooth output voltage waveform, and the overshoot is less than 1%.
In the single cycle control algorithm, the output load increases by 30% fluctuations,
and changes from the original 100Ω into 130Ω. The resulting waveform is shown in
Fig. 5.

4. Conclusion

We firstly analyzed the circuit model of bridgeless Boost PFC in order to obtain
the transfer function of duty cycle and input current in the circuit. Then, the single
cycle control algorithm in bridgeless PFC control algorithm was introduced, used
for carrying out the simulation experiment. The simulation results of single cycle
control algorithm are analyzed under the condition of input voltage fluctuation and
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Fig. 4. Waveform obtained under single cycle control

Fig. 5. Waveform of load fluctuation under single cycle control algorithm

load fluctuation. The single cycle control algorithm is applied to the whole circuit
of the charging pile, and its feasibility is proved by simulation.
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Stability control and consolidation
sedimentation analysis on soft soil
foundation subjected to surcharge

preloading treatment

Canbin Yin1, Min Wang2

Abstract. A method for controlling the treatment construction stability of several types of
soft soil foundations is proposed, according to field measured data in combination with a Wuhan-
Yingshan highway soft soil foundation treatment project case. The method is capable of more
effectively controlling the stability of foundations during the construction process in combination
with a sedimentation rate control method stipulated by standards. ABAQUS applies an expanded
D-P model based on the creep rule and the consolidation theory to perform simulation numerical
calculation on the project case, and a sedimentation calculation result of numerical simulation is
compared with on-site measured sedimentation. By virtue of the contrast analysis on three consol-
idation degree calculation methods, namely inverse calculation on pore water pressure, sedimenta-
tion calculation and the consolidation theoretical calculation, and in combination with numerical
analysis results, sedimentation inverse calculation comparison is performed, so that the method
has certain guiding significance in researching consolidation degrees and sedimentation rules of
roadbeds.

Key words. Soft soil foundation, stability, consolidation degree, ABAQUS, sedimentation
analysis.

1. Introduction

As for a state that the foundations have relatively thick soft soil layers, surcharge
preloading is performed on a soft soil roadbed by use of drainage systems such as a
sand well or a plastic drainage plate and the like. Research on the stability control
and roadbed sedimentation rules during a roadbed construction process has always
been the hotspot in an existing soft soil foundation treatment technology, a stability
control method stipulated by standards only considers the influence of the sedimen-
tation rate on the roadbed stability, a more comprehensive and practical stability

1Hunan City University, Hunan, 413000, China
2Construction Project Quality Safety Supervisory Station, Hunan, 413400, China
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control method still needs further research and demonstration, and research on soft
soil consolidation sedimentation rules is undergoing development. In recent years, a
method for solving problems such as foundation deformation of roadbeds and con-
structions through applying analysis software and a finite element method on the
predecessors’ consolidation theory of predecessors by scholars at home and abroad
has been extensively applied, so that development of the consolidation theory is
greatly promoted. However, problems such as mutual relations among soft soil sec-
ondary consolidation-creep property analysis, soil solidification-creep coupling the-
ory, soil sedimentation-consolidation degree and pore water pressure change remain
to be further researched and improved.

In overall consideration of the above several problems, the paper provides sev-
eral methods for controlling the roadbed stability during a construction process by
virtue of construction on-site supervision on soft soil foundation treatment, in which
one year and two months were spent, of the typical roadbed section K59+710 and
comprehensive analysis on monitoring data under a project background of the soft
soil roadbed test section of the Wuhan-Yingshan highway. Numerical simulation is
performed by use of ABAQUS, key technical indexes such as roadbed sedimentation
and consolidation degree are analyzed, so that the methods have relatively practical
significance in guiding project construction and researching soft soil sedimentation
rules.

2. Project profile

Main sections of the whole Wuhan-Yingshan highway have staggered bridges and
soft soil foundations, and a considerable number of the main sections are bridgehead
regions with relatively thick soft soils and relatively high bridgehead embankment
filling height, so that problems of roadbed instability and uneven sedimentation at
connection parts of the bridgeheads and embankments would be certainly caused.
Furthermore, the influence of huge high-filled lateral pressure on the structure is
unignorable especially for bridge abutment pile foundations which obliquely cross
with the highway, if this problem is mishandled, the structure safety would be surely
and seriously influenced. On this account, in combination with accumulated expe-
rience [1–2] in soft soil foundation treatment in recent years, a preloading method
is adopted to treat soft soil foundations, roadbed filling construction is performed
according to a thin turning method, a soft soil foundation monitoring system is es-
tablished, and Table 1 is a partial data table including various indexes of project
on-site construction monitoring.

3. Research on roadbed filling stability control method

According to requirements in the Highway Soft Soil Foundation Embankment
Design and Construction Technique Standards [3], when the embankment reaches a
limit equilibrium state, the embankment stability control standards are as follows:
the sedimentation rate V of a single day is less than or equal to 15mm/d, and the
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lateral displacement rate Vc is less than or equal to 5.0mm/d. Although such a
stability control method is universally applied to construction processes, judgment
only based on the sedimentation rate for different construction situations is biased.
In many project cases [4], a roadbed instability problem also occurs under a situ-
ation that the sedimentation rates meet standard requirements. In order to guide
construction more scientifically and specifically, the paper hereafter analyzes and
discusses the roadbed stability according to the construction monitoring data of the
Wuhan–Yingshan highway and provides several new stability control methods.

Table 1. In-situ test data table

Actual filling height
(m)

2.33 2.55 2.73 3.06 3.84 4.43 5.38 6.35

Actual accumulated
load (kPa)

44.27 48.45 51.87 58.14 72.96 84.17 102.22 120.65

Maximal lateral dis-
placement rate Vc
(mm/d)

0 0.14 0.41 0.3 0.8 0.63 0.09 0.08

Accumulated lat-
eral displacement
rate

∑
Vc (mm/d)

0 0.14 0.55 0.85 2.75 3.38 4.12 4.2

Accumulated lateral
extrusion amount
Vh (mm3)

0 325 600 562 3500 6150 16912.5 17900

Maximal sedi-
mentation rate V
(mm/d)

2.60 0.80 3.33 1.50 2.24 4.43 0.89 1.69

Accumulated sedi-
mentation rate

∑
V

(mm/d)

2.60 3.40 7.73 9.23 16.41 20.84 23.30 24.99

Accumulated dis-
placement δ3.5
(mm)

0 0.55 1.1 1.7 7.8 11.3 32.3 34.1

Accumulated sedi-
mentation s (mm)

16.00 23.00 38.00 44.00 119.00 174.90 269.15 368.40

4u3.5 0.00 0.55 0.55 0.92 0.09 0.11 0.82 0.52∑
4u3.5 0.00 0.55 1.10 2.02 2.22 2.33 3.15 3.67

3.1. Analysis of pore water pressure increase

By real-time monitoring on the pore water pressure during a roadbed filling
process, it is easy to discover that changes of the pore water pressure undergo an
“increase-dissipation-stabilization” process during each filled soil loading process.
The dependence of

∑
u on

∑
4P obtained from measurement results of pore water

pressures in different depths is shown in Fig. 1. As shown in the figure, the curve
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of each section is linear during the initial stage of filling, and the slope of each
curve decreases in the later stage of filling, which indicates that the foundation
consolidation degree at the later stage increases, the foundation strength increases,
and the foundation tends to be stable. During the whole filling process, the curve
in each section has flex points at the earlier stage of filling. The paper analyzes the
physical significance corresponding to the first flex point of each section. In Fig. 1,
the first flex point position occurs at the fourth-stage filled load (the corresponding
filling height is 3.84m), i.e., when the filling height is up to 3.84m, the curve is still
relatively straight; when the next-stage load is filled, the curve turns upwards with
increased slope. According to elastoplasticity theoretical analysis of soils, when the
filling height is up to 3.84m, the soil reaches the plastic deformation stage. Therefore,
the corresponding filling height which ensures that the soils are converted into the
plastic stage from an elastic stage is about 3.84m, which is approximately the limit
filling height obtained by theoretical calculation. The above analysis shows that
within the limit filling height, the curve is linear, and the foundation soils are in the
elastic stage, so that loading can be accelerated at the moment. After the filling
height exceeds the limit filling height, the curve has an upward flex point, and the
foundation soils are in the plastic deformation stage, so that the loading rate can
be slowed down, and loading is further performed after the foundation soils achieve
the required consolidation degree. During the loading process, when the curve has
an upward flex point, i.e., the slope of curve increases, the foundation might become
unstable, and a loading stop measure or an unloading measure should be taken.
Therefore, whether the foundation is stable or not can be judged according to the
slope change of the curve, so as to guide the filling rate.

Fig. 1. Dependence of
∑
u on

∑
4P in different depths
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3.2. Flex point analysis method

In practical engineering application, after data processing is performed on instan-
taneous sedimentation quantity caused by loading of each stage, the displacement
rate and pore pressure increase caused by loading of each stage implied by soil non-
drainage deformation can be disclosed. The deformation stage and stability of soils
can be judged by virtue of a comprehensive analysis.

Japanese Tominaga and Hashimoto pointed out that: when the ratio of the lateral
displacement of the loading slope to the sedimentation quantity S of the loaded
middle part increases sharply, it means that the foundation is nearly damaged (see
the left graph of Fig. 2). When the preloading load is relatively small, the curve
should have an included angle θ with S, and the measuring point moves along the
line E. Finally, when the preloading load approaches the failure load, the increase is
more obvious than increase of S as shown in I and II in the left graph of Fig .2.

Fig. 2. Relation of lateral displacement and sedimentation quantity

4. Finite element simulation on consolidation sedimentation
of soft soil roadbed

4.1. Selection of constitutive model of soil

Aiming at soil used as a special project material [5, 6], ABAQUS provides com-
mon elastic-plastic constitutive models [7] such as a modified Cambridge model, an
expanded Drucker–Prager model and a Mohr–Coulomb model. As a further expan-
sion of a modified Drucker–Prager model, the expanded Drucker–Prager model in
the ABAQUS takes influence of a deviatoric stress invariant J3 into consideration.
It is configured with the corresponding creep rule and consolidation theory and can
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well reflect the nonlinear characteristic of the soil material, so that the expanded
Drucker–Prager model is extensively adopted in actual project calculation and can
be used for calculating the deformation problem of soft soils, especially the rheo-
logical problem. The paper adopts the expanded Drucker–Prager model to perform
relevant numerical calculation.

4.2. Determination of model parameters

The soil layer of the foundation in the test section of the Wuhan–Yingshan high-
way is divided into the first layer consisting of loam, second layer consisting of muddy
clay, third layer again consisting of loam, fourth layer consisting of sludge and fifth
layer consisting of fine sand. The fifth layer serves as a bottommost layer in the
calculations. According to routine soil test results, specific physical and mechanical
property indexes of each layer are shown in Table 2.

Table 2. Physical and mechanical properties of particular soil layers

Soil layer 1 2 3 4 5

Thickness (m) 0.9 3.0 2.2 0.6 13.2

Water content (%) 37.24 31.38 28.98 32.24 25.30

Density (N/cm3) 14.3 15.5 13.7 14.7 14.9

Void ratio 0.903 0.762 0.863 0.838 0.817
Plastic limit 23.1 25.2 22.4 24.31 18.6
Liquid limit 38.6 45.5 36.7 40.15 34.0

Compressibility coefficient 0.545 0.496 0.384 0.356 0.328

Consolidation coefficient 1.54 1.21 1.10 1.66 0.525
Osmotic coefficient 4.48E–8 2.89E–8 1.78E–7 5.25E–8 2.40E–8
Fast shear - c 12 22 0 38 23
Fast shear - ϕ 27.0 23.1 31.0 15.5 11.5

A creep model [6], [8–11] corresponding to creep in the ABAQUS is capable
of enlarging the use range of the Drucker–Prager model and solving complicated
creep problems, especially a soft soil creep problem. Furthermore, the common
Mohr–Coulomb model parameters can be obtained from a rheological test report
and they can be converted into Drucker–Prager model parameters using the following
equations.

When in associated flow ψ = β (ψ representing the expansion angle on the p–w
surface), then

tanβ =

√
3 sinφ√

1 + 1
3 sin

2 φ
, (1)

d

c
=

√
3 cosφ√

1 + 1
3 sin

2 φ
. (2)
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When no volume expansion exists (ψ = 0), then

tanβ =
√
3 sinφ , (3)

d

c
=
√
3 cosφ , (4)

and
σ0
c =

1

1− 1
3 tanβ

, (5)

where σ0
c represents the initial yield stress.

According to rheological test results of the test section and conversion relation
between the Drucker–Prager model parameters and Mohr–Coulomb model parame-
ters, specific model parameters are shown in Table 3.

Table 3. Calculation parameters for finite element analysis

Soil layer β σc (kPa) K A n m

1 33.595 45.464 0.8187 4E-7 6 0
2 43 9.4 0.8715 1E-7 0.7 0
3 21.595 86.398 0.8834 4E-7 6 0
4 38.174 44.276 0.7927 8E-7 5.5 0
5 30.401 99.95 0.8364 4E-7 6 0

Here, A, n and m are three parameters for the time hardening criterion of the
expanded Drucker–Prager model. In the initial stage of creep, the influence of creep
parameter changes on soil deformation is not quite remarkable; however, excess pore
water pressure gradually dissipates over time, so that the influence of excess pore
water pressure on deformation is also gradually weakened, and the influence of the
creep parameter plays a leading role. If the influence of the creep parameter m on
creep development is relatively less and since the creep parameter m is not less than
−1 and not greater than 0, the influence of the creep parameter m can be ignored
in calculation, i.e., m is equal to 0.

4.3. Calculation conditions

The calculation grid is shown in Fig. 3. Two side surfaces are characterized by
axial symmetry constraint in direction x, the bottom surface exhibits restraints in
both directions x and y, and the ground serves as a boundary with excess pore
water pressure equal to 0. Coupled plane strain elements CPE8RP are adopted as
soil units. According to exploration data, the bottom of the foundation is set as a
non-drainage fixed boundary. In consideration of symmetry, the symmetry plane of
the roadbed is set as a non-drainage boundary with horizontal restraint; the right
boundary of the calculation section can be set as a non-drainage fixed boundary
since it is far enough from the center of the roadbed.
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Fig. 3. Finite element grid of the roadbed

5. Analysis of calculation results

5.1. Sedimentation analysis

Results calculated by the expanded Drucker–Prager model considering the creep
rules conform to measured values. According to Fig. 4, it can clearly be observed
that certain rheological deformation exists in the preloading period, and this con-
forms to actual project situations; furthermore, numerical calculation results show
that a finite element model and selected parameters are basically reasonable. Ac-
cording to the curve, since filling construction is simplified by the finite element
model simulation, each simplified single layer is relatively thick in filling thickness.
This is caused by relatively high sedimentation rate and relatively high instanta-
neous sedimentation of the roadbed during the filling period, which indicates that
instantaneous sedimentation is relevant to the filling rate. Along with decrease of
the later construction rate, the sedimentation rate of the foundation also decreases.
After filling construction is finished, the sedimentation quantity and sedimentation
rate of the roadbed decreases obviously; and the sedimentation quantity is basically
stable about six months after construction.

5.2. Analysis on pore water pressure

The time dependence of pore water pressure in soft soils at different depths in
a preloading reinforcement region for plastic drainage plates calculated by applying
ABAQUS is shown in Fig. 5.

Figure 5 contains the time dependencies of pore water pressures in foundation
soils at different positions below the middle line of the roadbed. Since the figure
output by ABAQUS has no unit display, this paper introduces the units in Fig. 5 as
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Fig. 4. Comparison of numerical calculation and measured sedimentation

Fig. 5. Time dependencies of pore water pressures at different depths (5m, 5.5m
and 6m) of the roadbed

follows: axis Time is a time axis with the unit of one day, while axis Por is the pore
water pressure with the unit of kPa. According to the figure, it can be observed that
the pore water pressures from once loading to next loading undergo an “increase-
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dissipation-decrease-dissipation” process, which shows that additional total stress is
constantly converted into the effective stress of soil. The soil consolidation process
is obvious, the pore pressure dissipation rate is relatively high at the beginning of
dissipation, but decreases over time and the pore pressure at the later stage tends to
be stable. It can be observed that the consolidation degree further increases, and the
foundation gradually reaches a stable state. The consolidation degree of the soft soil
roadbed can be obtained from the dissipation situations of pore water pressures at
different depths calculated by ABAQUS; by virtue of calculation, the consolidation
degree of the soft soil roadbed is 93.87% for 180 days after the preloading is realized,
and it conforms to the theoretical calculation result and the measured result, thus
proving that the selected parameters are relatively accurate and a basis is provided
for analyzing the consolidation degree and sedimentation below.

5.3. Consolidation degree comparison and sedimentation
back calculation

According to the Terzaghi’s tree-dimensional consolidation theory [12], the aver-
age total consolidation degree of the soil layers in a sand well foundation is caused
by combined action of radial average consolidation degree and vertical average con-
solidation degree. The expression for the average total consolidation degree Urz is
[12–14]

Urz = 1− (1− Ur)(1− Uz) . (6)

Considering the Barron solution from 1948 [15] (without taking into account the
consolidation coefficient changes in the soil consolidation process) we obtain

Urz = 1− 8

π2
eβt , (7)

where

β =
π2

4
· Cv

H2
+

8

F (n)
· Cr

d2e
.

Theoretical calculation can be performed on the consolidation degree of soft oils
in this project according to the above theoretical equations and in combination with
soft soil parameters in the following table. If an H value of 7m is taken, β is equal
to 0.0036, the consolidation degree of soil layers in the soft soil foundation on the
four hundredth day is calculated. Then Ur is equal to 91.5%, Uz is equal to 21.3%
and Urz is equal to 93.3%.

Figure 6 is a consolidation degree comparison analysis figure. According to the
figure, the consolidation degree calculated by use of the consolidation theory is basi-
cally approximate to that measured according to sedimentation or pore pressure, so
that it indicates that the consolidation degree theoretical calculation is reasonable
in parameter selection, and the pore pressure and sedimentation observation results
are accurate and are in mutual corroboration. In contrast, the consolidation degree
obtained by sedimentation measurement is more approximate to that obtained by
theoretical calculation, this is mainly due to the fact that the measurement of excess
pore water pressure mainly depends on the underground static level, whereas, the
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underground static level changes along with time and climate, so that measurement
of the underground static level is quite difficult. When the consolidation degree of
the test section is calculated according to the pore pressure, hydrostatic pressure
changes are not taken into consideration, i.e., the hydrostatic pressure is assumed
to be invariant.

Fig. 6. Comparison of various calculated consolidation degree results

Through comparing the consolidation degree obtained by theoretical calcula-
tion with the measured consolidation degree, we can discover that although the
consolidation degree obtained by theoretical calculation is less than the measured
consolidation degree in the loading period or the earlier stage of preloading, and it
is greater than the measured consolidation degree at the later stage of preloading
(three months after preloading), thereby indicating that the consolidation coefficient
constantly decreases along with increase of time and consolidation degree after soil is
preloaded. Through comparing geotechnical tests before and after foundation treat-
ment, the measurement results also prove this inference. This is because during the
earlier stage of loading, the soil has relatively large pores, the pore pressure dissipates
rapidly and the effective stress of soil increases rapidly, so that the consolidation of
soil is relatively rapid, i.e., the consolidation coefficient is relatively large. Along
with gradual compression of soil, the void ratio of soil becomes smaller and smaller,
the pore pressure dissipation rate becomes lower and lower, and the effective stress
increases slowly, so that the consolidation is slower and slower, i.e., the consolidation
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coefficient becomes smaller.
According to definition of the consolidation degree, one point (t1, s1) taken from

the measured sedimentation curve is utilized to calculate

U(t) =
st − s1
s∞ − s1

, (8)

where s1 is the sedimentation quantity of the roadbed at the time t, and s∞ is the
final sedimentation quantity of the roadbed.

Any point taken from the sedimentation curve is utilized to perform reverse-
reasoning calculation, and the final sedimentation quantity is 0.456m. The consol-
idation degrees of the soft soil roadbed, which are calculated by different methods,
are respectively utilized to calculate the final sedimentation quantity of the roadbed,
and the results are shown in Table 4.

Table 1. Comparison of final sedimentation quantity calculated by different methods

Consolidation de-
gree calculation
method

Soft soil consolida-
tion degree (%)

Final sedimenta-
tion quantity of
roadbed (m)

Measured sedimen-
tation quantity (m)

Three-dimensional
consolidation
theory

93.3 0.456
0.454

Measured pore wa-
ter pressure

92.1 0.465

ABAQUS numeri-
cal calculation

93.8 0.440

The results shown in Table 4 indicate that the consolidation degree calculated
according to the measured pore water pressure is slightly less than the result cal-
culated by ABAQUS. This is because the pore water pressure changes caused by
weather and underground water are not considered during the simulation performed
by ABAQUS. In actual project, the pore water pressure is influenced by the above
factors, so that the consolidation degree calculated according to the measured pore
water pressure is smaller. The result of numerical simulation result conforms to the
theoretical calculation, which further indicates that the model parameter selection is
reasonable, and final sedimentation quantity calculation conforms to the measured
sedimentation quantity. This lays foundations for research of the relation between
preloading height of the filled soil and preloading time and post-construction sedi-
mentation of the roadbed.

6. Conclusion and outlooks

1. By use of methods such as measured pore water pressure increase monitoring
and flex point analysis in a construction process and in combination with
judgment based on standard requirements, the method provided by the paper



STABILITY CONTROL AND CONSOLIDATION 107

better conforms to actual project situations, and construction can be better
guided.

2. The expanded Drucker-Prager model considering the creep rules is adopted
by ABAQUS and takes the influence of rheology on sedimentation into con-
sideration, the calculation results are approximate to the measured results,
construction situations are simulated more truly, and a foundation is laid for
more follow-up research.

3. The final sedimentation quantity of the foundation, which inversely calcu-
lated by use of the consolidation degree, conforms to the calculation result
of ABAQUS and the measured sedimentation quantity, thus indicating that a
method for calculating roadbed sedimentation by use of theories and numerical
values is practical.

4. In analysis calculation of sedimentation and stability of the soft soil foundation,
selected soil parameters conforming to actual situations have great influence on
analysis results. In future research, how to select a more suitable soil constitu-
tive model and perform inversion to obtain accurate soil property parameters
on the basis of measured data has great research significance and practical
value.
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Fault diagnosis system of wind turbine
gearbox based on GRNN and fault tree

analysis1

Ping Huang2

Abstract. The gearbox fault diagnosis system based on General Regression Neural Network
(GRNN) and fault tree analysis method are studied. We collected the fault information accumulated
during the maintenance procedure of gearbox, drew the fault tree, and put forward the gearbox
diagnosis method that integrates the fault diagnosis expert system based on fault tree diagnosis
and GRNN-based fault diagnosis system. Moreover, we analyzed the vibration signal without
faults, gear wearing and teeth-breaking within time and frequency domains, we extracted five
characteristic parameter as the input of GRNN and train of the network, established the recognition
model of gearbox fault situation based on GRNN, and detected the diagnosis model of GRNN
with the reserved signals. The diagnosis result was in conformity with the practical operation,
so that the research and development of the gearbox fault diagnosis system has been realized
through integrating GRNN model and NET development platform. This fault diagnosis system
can recognize different conditions accurately and effectively, then diagnose them quickly and put
forward expert solutions.

Key words. GRNN, fault tree analysis, wind turbine gearbox, fault diagnosis.

1. Introduction

Owing to the rapid development of wind turbine industry, fault diagnosis of
wind turbine gearbox has always been addressed by the analysis of maintenance
staff relying on their experience [1, 2]. The time required for this process is long and
the accuracy is low [3]. During the process, the time for addressing the fault accounts
for 70%–90% of the whole process, whereas the time for maintenance accounts for
only 10%–30%.

The structure of wind turbine gearbox is complicated, with many subjects in-
volved, so that it is difficult to conduct fault reasoning. Therefore, to relieve the
burden of operating and maintenance crew, it is quite necessary to improve the ac-

1The author acknowledges the National Natural Science Foundation of China (Grant No.
51578109) and National Natural Science Foundation of China (Grant No. 51121005).

2Guangxi University, Guangxi, 530004, China
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curacy and rapidity of analysis and judgment, as well as to develop a fault diagnosis
system that special to the gearbox. Given this, fault diagnosis expert system can
be applied to the wind turbine gearbox to diagnose the fault in time and propose
reasonable solutions. We also study the experience from other wind turbine enter-
prises and try to apply fault diagnosis expert system to the design of gearbox fault
diagnosis system. We diagnose the fault of gearbox by integrating the fault tree
analysis method with GRNN.

2. Literature review

The fault diagnosis technology of wind turbine gearbox comes from the mechan-
ical fault diagnosis technology, and it will be connected with artificial intelligence
technology more and more closely. The present research on the gearbox fault is
mainly to detect the operation of the rotor of the wind turbine. The diagnosis is
achieved by analysis of the vibration signal spectrum [4]. Howlet et al. [5] proposed
a fault diagnosis system of velocity transducers. The signal processing of this system
adopts the methods of momentum regression for neural networks and multi-signals
processing as well as Fourier variation method. It has been put into use. Moreover,
Amirat et al. [6] summarized the monitoring technologies of wind turbine. Zaher
et al. [7], through comparing the different research data from three countries, keep
the opinion that the most important part of the wind turbine generator system is
the gearbox, and also put forward that the operating condition can be accessed by
the condition monitoring technologies. Moreover, there are some researches at home
that analyze the vibration signals of the main axis and gearbox of wind turbine
with the methods like wavelet transform and frequency spectrum analysis. They
compare the spectrum under normal and abnormal situations, find out the change
of the frequency spectrum and then address the reason and position of the fault [8].
As a result, we try to apply expert system and neural network to the fault diagnosis
of wind turbine gearbox.

3. Research method

3.1. Fault tree analysis

The fault tree analysis is an interpretation method that refines the reasons for
the system fault in dendritic graph progressively [9]. The fault tree analysis method
analyzes the possible factors of system fault, draws the fault tree, and refines the
fault events in a dendritic shape. Thus, it addresses the reasons and the probability
of occurrence, and calculates the importance of each factor leading to system fault
[10–11].

Fault tree model sets the most undesirable event in the system as the top event, all
possible reasons for the top event as intermediate event, and all possible reasons for
the intermediate event as basis event. Logic gate is adopted to show the connection
of different events. A schematic diagram is shown in Fig. 1.
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Fig. 1. Schematic diagram of fault tree

In Fig. 1, the top event is system fault, which was caused by the intermediate
events (faults in module A or B). Meanwhile, fault in module A was caused by
the failure of basis event C1 or C2, while fault in module B was caused by the
simultaneous failure of basis event C3 and C4.

In general, most gearbox faults happened in the gears, bearings, shafts and com-
ponents like cases [12]. Looking at the previous analysis, we can see that the estab-
lishment of fault tree can be classified to the establishing of top event (T), interme-
diate event (M) and basis event (C), as well as the construction of the fault tree.
Construction of the fault tree is one of the core parts of fault tree analysis method.
Fault in any part of the gearbox may lead to the fault in the system, so the logic
relation among different faults refers to the word “or”. The fault tree constructed
can be seen in Fig. 2.

In Fig. 2, the top event T refers to the fault in gearbox, intermediate event M1
refers to gear fault, M2–bearing fault, M3–shaft fault, M4–case fault, M5–fastener
fault, M6–oil seal fault, and basis event C1–fatigue fracture, C2–overload fracture,
· · · , C32–rubber aging. Since there exist various basic events, the rest are omitted
here.

We add corresponding weight and solution to every basis event of the fault tree.
The total weight of all basis events is equal to to 1. Then the expanded fault tree
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Fig. 2. Fault tree diagram of wind turbine gearbox

can not only help to address the positions of and reasons for the faults, but also
figure out the referred solution from the system.

Qualitative analysis of fault tree analysis method aims at searching the minimum
cut-set of fault tree, that is the reason for the fault of top event [13]. There are two
major methods to search the minimum cut-set: ascending method and descending
method [14]. The latter method is adopted this time. The descending method,
starting from the top event, supersedes every event with the lower level event from
top to bottom, records the events in portrait format when encountering with “or”
gate, and records in landscape format when facing “and” gate. The rest can be
done in the same manner until all the logical gates were transformed to basis events.
Thus, all the cut-set of fault tree are addressed [15].

Given the characteristics of the gearbox, all the cut-set in this research are the
minimum cut-sets, denoted as C1, C2, ..., C32. All the minimum cut-sets are inde-
pendent from each other. If there is any fault in a certain one, the top event related
to it will occur, that is, the gearbox will exhibit a fault [16].

The quantitative analysis aims at working out the incidence of the top event
and importance of the basis event, which refers to the influence of the basis event
occurrence on the top event. The analysis on the probability of top event follows.

When the logical gate refers to “or” gate, the occurrence probability of the top
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event is:

p(x) =

n⋃
i=1

p(xi) = 1−
n∏

i=1

[1− p(xi)] . (1)

When the logical gate refers to “and” gate, the occurrence probability of the top
event is:

p(x) =

n⋂
i=1

p(xi) =

n∏
i=1

p(xi) . (2)

In both above formulae, p(x) is the occurrence probability of the top event, p(xi)
is the probability of the minimum cut-set that ranks as the place of i, while n refers
to the total amount of minimum cut-sets. The importance can be expressed as
follows:

Ii(x) =
∂p(x)

∂p(xi)
, (i = 1, 2, · · · , n) . (3)

In this formula, Ii(x) is the probability importance of the basis event which
ranks at the ith position. The higher is the value, the greater is its influence on the
occurrence of the top event.

When users check the gearbox, they can input the obtained fault phenomenon in
the system to search or check them directly. The module of the diagnosis process is
shown in Fig. 3. Obtaining of knowledge refers to a transferring process of accessing
the professional knowledge from the knowledge source, and then transforming them
to the knowledge base. In general, the obtaining methods of knowledge involve
three methods, as artificial obtaining, semi-automatized obtaining, and mechanical
obtaining.

Fig. 3. Diagnosis module

3.2. Fault diagnosis strategy based on GRNN

During the operation of mechanical equipment, their vibration signals vary rapidly,
involving many condition information of their operating. When there is any fault
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in the equipment, the vibration condition changes, and the vibration signals may
include fault information [17–18].

During the process of signals collection, the selection of the measurement point
is very important. The principle of this selection is to get as much vibration signals
and less loss of vibration transferring path as possible. Yet, as to the gearbox, the
measurement point should be placed at the position where damping is low and rigid-
ity is high. The place near the bearing pedestal is good to choose the measurement
point.

Any artificial neural network cannot have recognition ability unless learning to
do it [19]. So some data samples are needed to train the neural network, and these
samples refer to the interpretation on the characteristics of the extracted vibration
signals. We will conduct research from aspects of time domain as well as frequency
domain.

Extracting signal features within time domain is convenient. The statistical in-
dicators of time domain can be classified as unit characteristic values and unitless
characteristic values [20]. A unit characteristic value includes peak value, peak-to-
peak value, mean, variance, etc. A unitless characteristic value includes average
amplitude, waveform index, peak index, impulsion index and so on. However, in
unitless characteristic value, tolerance index, kurtosis index, peak index and im-
pulsion index can indicate the value of impact energy properly, referring to good
evaluation index to diagnose faults. Given this, these four indexes are chosen within
the time domain to carry out a characteristic extraction on vibration signals.

If {xn|n = 1, 2, 3, · · · , N} is used to show a discrete time sequence, then the
unit parameter and the four consequent unitless characteristic values can be shown
in Table 1:

Table 1. Unit and unitless characteristic values

Unit characteristic value Unitless characteristic value

Peak
value

Xmax = |x(n)|max Tolerance
index

CLf =
Xmax
Xr

Average
value

µ = 1
N

∑N
n=1 x(n) Kurtosis

index
Kv = β

σ4

(σ−standard deviation)

Variance σ2 = 1
N−1

∑N
n=1(x(n)− µ)2 Peak in-

dex
Cf = Xmax

D
(usually between 3–6)

Root-
mean-
square
value

D =
√

1
N

∑N
n=1 x

2(n) Impulsion
index

If =
Xmax
µ

Root-
square
magni-
tude

Xr =
[

1
N

∑N
n=1

√
|x(n)|

]2

Kurtosis β = 1
N

∑N
n=1(x(n)− µ)4
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If the gear or bearing is damaged, there will arise impact signals, and the peak
value will increase evidently to 10 or more. Along with the expansion of the fault,
the peak index will decrease gradually, so changes of the peak index can be used as
an early warning for the infancy fault of the gearbox. If the information involved in
time signals belongs to numerous components, the waveform index, impulsion index,
tolerance index and other unitless indexes can be used to conduct fault diagnosis
[21]. The kurtosis index, tolerance index and impulsion index are relatively sensitive
to damages like shock pulse; their values will increase obviously, especially at the
onset of fault. But when increasing to a certain value, they will start to decrease in
turn along with the expansion of fault, which shows that they are highly sensitive
to the early fault but their stability is low.

During the process of signal analysis, the time-domain signal has limitations in
analyzing complex signals. As a result, time-domain signals are often transformed to
those of frequency domain through mathematical methods to obtain more informa-
tion from the signals. As to the distributing characteristics of signals in frequency
domain, information entropy can be adopted as signal signature parameter. We
extract the characteristics of information entropy from the signals within frequency
domain based on power spectrum analysis.

If {xn|n = 1, 2, 3, · · · , N} is used to show the discrete time sequence, the power
spectrum is [22]:

S(w) =
1

2πN
|x(w)|2 . (4)

In this formula, x(w) is the Fourier transform of sequence {xn}. Through dis-
persing the Fourier transform, we can draw the spectrum X(k) and power spectrum
Sk, k = 1, 2, · · · , N . We can derive

N∑
i=1

|x(n)|2 =

N∑
i=1

|S(k)|2 . (5)

The power spectrum entropy Hf can be defined as:

Hf = −
N∑

k=1

pk ln pk , (6)

where pk is the percentage of kth power spectrum to the whole spectrum, and

pk =
Sk∑N
k=1 Sk

.

The power spectrum entropy indicates the spectral structure of vibration signals.
The simpler is the frequency structure of the signals, the lower is the power spectrum
entropy, and also the less is the complexity and uncertainty of the signals. In turn,
the uncertainty will be increasingly high. As a result, the power spectrum entropy
can indicate the distribution complexity of vibration energy on the whole frequency
[23].
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Now, we start building the fault diagnosis module based on GRNN. If the joint
probability density function of random vector x and random variable y is f(x, y),
the regression of y to x can be expressed as [24]

E(y/x) = ŷ(x) =

∫∞
−∞ yf(x, y) dy∫∞
−∞ f(x, y) dy

. (7)

In formula (7), the estimation of f(x, y) can be accessed by estimating the training
data with the application of the Parzen’s nonparametric estimation operator. The
nonparametric estimation is

f̂(x, y) =
1

(2π)
m+1

2 σm+1
· 1
n

n∑
i=1

e−d(x,xi)e−d(y,yi) , (8)

where

d(x, xi) =
(x− xi)T(x− xi)

2σ2
, d(y, yi) =

(y − yi)2

2σ2
.

In this formula, xi is the observation vector of x and yi is the observation value
of y. Symbol m denotes the dimensionality of x, σ is the smoothing factor and n is
the number of samples. Symbol f̂(x, y) is used to replace f(x, y). substituting it to
formula (7), and taking into account that

∫∞
−∞ ze−z

2

dz = 0, we can see that

ŷ(x) =

∑n
i=1 yie

−d(x,xi)∑n
i=1 e

−d(x,xi)
. (9)

The estimated value ŷ(x) is the weighted average of all yi. Each weighted factor
of yi is the index of squared Euclidean distance between sample xi and x. Through
formula (9), we can see that ŷ(x) is within the variation range of yi, which is the
sample observation value of y [25].

Construct now a general regression neural network according to formula (9),
whose structure is expressed in Fig. 4. It includes 4 layers of neurons.

Fig. 4. Structure diagram of GRNN
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From the previous analysis, we select the tolerance index, kurtosis index, peak
index, impulsion index and power spectrum entropy as the input and output param-
eters. The settings are as follows:

Normality: Output Y = (1, 0, 0). Abrasion: Output Y = (0, 1, 0). Gear teeth
breakage: Y = (0, 0, 1).

The fault diagnosis module based on GRNN is depicted in Fig. 5

Fig. 5. Fault diagnosis module based on GRNN

4. Experimental results and discussion

4.1. Test on fault diagnosis model

During the training of neural network, the input information data should be
within range [0, 1], so the input data used in the neural network should be trans-
formed through normalization processing. The corresponding formula is [26]

xio =
xi − xmin

xmax − xmin
. (10)

In this formula, xio is the ith characteristic parameter after normalization pro-
cessing, symbol xi is ith characteristic parameter of the original input data, xmin

is the minimum characteristic parameter, and xmax is the maximum characteristic
parameter.

General regression neural network will conduct the module recognition on the
gearbox with three fault conditions: fault-free, abrasion and gear teeth breakage.
The output mode is y = (a, b, c). The ideal output result is that there is one “1”,
and two “0”s among these three parameters. However, the real outcome is certainly
a little different from the ideal outcome. So we need to judge the simulation result.
We judge it with the threshold condition of 0.9 in this research, in the following way:
if 0.9 ≤ a ≤ 1, it is judged as fault-free, if 0.9 ≤ b ≤ 1, it is judged as abrasion of
gear surface, and if 0.9 ≤ c ≤ 1, it is judged as gear broken. If there is an exception,
the case is not evaluated.

There are 25 groups of data under these signal samples of 3 fault conditions,
among which 10 data groups are fault-free, 10 are abrasion and 5 are gear broken. To
prove the validity of this module, we randomly choose one sample among those three
to detect module, and the rest samples are used as module-building, i.e. network
training. After modulating and observing the diagnosis outcome for many times, we
can see that the training effect is the best when the distributing density is 0.14. The



118 PING HUANG

results of the training process are summarized in Table 2:

Table 2. Training diagram of general regression neural network

Fault
type

Sample
number

Tolerance
index

Kurtosis
index

Peak
index

Impulsion
index

Power
spectrum
entropy

Fault-free

1 4.5363 2.5926 3.1438 3.8794 3.7556

2 4.8814 2.6627 3.2776 4.1243 3.9353

3 4.2038 2.5822 2.9482 3.6025 3.2745

4 4.2392 2.3255 2.9264 3.6123 3.2972

5 3.4127 1.6478 2.3685 2.9245 3.3713

6 4.7188 2.9606 3.1489 3.9878 3.5716

7 3.8659 2.1607 2.7261 3.3114 3.3946

8 3.7938 1.9976 2.6339 3.2534 3.9537

9 4.6521 2.3712 3.2262 3.9764 3.8014

Gear
abrasion

11 2.5653 1.2408 1.9142 2.2726 2.9810

12 3.6127 1.6156 2.2588 2.9465 3.3054

13 6.0127 2.7246 3.4326 4.7176 3.1076

14 4.5746 2.3827 3.1072 3.8765 3.4056

15 3.7716 1.7365 2.5217 3.1726 3.3845

16 3.1975 1.4945 2.2947 2.7775 3.1727

17 4.1426 2.5217 2.8128 3.5056 3.3903

18 3.9175 1.7203 2.5718 3.2642 3.1054

19 4.1517 2.1987 2.7653 3.4956 3.0656

Gear
broken

21 6.3805 2.9665 3.6652 5.0627 4.3424

22 8.7954 4.7965 6.1554 7.6534 4.9945

23 7.9436 4.1823 5.3335 6.7365 4.3347

24 9.8745 4.9345 6.2114 8.1767 6.3665

To detect the fault diagnosis ability of general regression neural network, the
network that has been trained needs to be tested. The reserved 3 groups of sample
data were used to do module detection. The comparative condition of predicted and
real results is shown in Table 3.

Analyzing the data in Table 3 we can see that the fault diagnosis based on GRNN
has a high recognition rate on three typical fault modes, all of which are above 90%.
It satisfies the threshold conditions set before, and thus, the validity of this module
can be declared as verified.
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Table 3. Detection result of fault diagnosis module based on GRNN

Fault type Normality Abrasion Teeth breakage

Testing
sample

Sample 11 Sample 27 Sample 31

Fault
number

100 010 001

Diagnosis
result

0.9987, 0.0003, 0.0000 0.0012, 0.9994, 0.0000 0.0000, 0.0004, 0.9996

4.2. The design and implementation of fault diagnosis sys-
tem

Based on analysis on the gearbox fault, we developed an expert system of gearbox
fault diagnosis facing with Web. The system is designed in three levels: page for
fault conditions, page for fault reasons and page for solutions. The default page of
the system is the one for fault conditions, see Fig. 6.

Fig. 6. Expert system of gearbox fault diagnosis

We developed this system on .NET platform, integrating C programming lan-
guage. The overall framework of the system is: the left side is the menu of fault
types, the right side is the list for fault conditions. Below the page of fault conditions,
users can search information page by page, and also can input key words in the box
to search what they need. Click the “View detail” in the list of search results, the
possible reasons correspondent to various fault conditions can be achieved. Users
can also click the correspondent menu of fault conditions, and have access to the
list of relative reasons where possible reasons are listed. The list of search result is
ranked according to the weight of reasons, those with the higher weight are ranked
at a higher position on the list to attract the attention of the maintenance staff
immediately.

After having knowledge of fault reasons, users only need to click the “View detail”
on the solutions list to obtain the expert solutions. The maintenance staff can choose
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relative fault solutions considering the practical fault condition and concerning their
own knowledge.

5. Conclusion

Gearbox is an important part of the wind turbine generator system, whose fault
will influence the stability and security of the whole wind turbine generator system.
We developed a fault diagnosis system based GRNN and fault tree analysis, and
applied it to the gearbox of wind turbine. The results show that this system can
shorten the time of diagnosing fault, and put forward expert solutions rapidly, thus
the gearbox fault can be diagnosed and maintained accurately and effectively.
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Robust radar waveform algorithm
based on beam steering vector

estimation

Yingliu Cui1,2

Abstract. In view of the problems of traditional adaptive beam-forming algorithm in the
practical application, this paper, under the premise of acquisition of expected target angular domain
based on the sequence of two quadratic programming method, puts forward the robust adaptive
beam-forming based on beam-space steering vector estimation (BA-RAB). First of all, make use
of the complement structure in the expected beam domain angle area to form the weights, and
then the weights are reversely transformed to matrix domain. As a result, it can obtain adaptive
robust with steady performance to form weights on the two occasions of steering vector mismatch
and training samples contaminated. Moreover, the effectiveness of the proposed method is verified
by computer simulation.

Key words. Radar waveform, algorithm, adaptive beam.

1. Introduction

Although all solid state transmitter and digital receiver greatly improve the sta-
bility of radar, the system error is greatly reduced. The significant improvement
of the technological level of the antenna makes the channel error further reduced,
but it cannot completely eliminate the array channel amplitude and phase error. At
the same time, the estimation error and steering vector error of signal co-variance
matrix caused by finite samples or small samples will lead to the decrease of the
adaptive beam-forming performance.

Reasonable use of angle region information of the target signal can eliminate
the impact of training samples being polluted. This paper uses the complement
structure beam domain conversion matrix of the desired signal beam domain an-
gle mismatch region, to transform the array domain training data to the beam field,
which eliminates the desired signal component in the training samples, and gives the
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beam-space steering vector estimation method, using semi definite relaxation plan-
ning solution with constant constraint quadratically constrained quadratic programs
(QCQP) problem [1].

2. Literature review

The generalized radar waveform includes transmitting wave and receiving wave.
Received waveform is the waveform matched with the radar receiver filter. When
the radar is carry out mismatch processing with the received signal, the received
waveform is different from the transmitted waveform. Radar waveform is of variety,
and according to the fuzzy function form, it can be divided into three types: 1.
the signal with blade fuzzy function, including constant frequency pulse signal with
positive blade fuzzy function and linear frequency modulation pulse signal with
inclined blade fuzzy function; 2. the pseudo-random signal with encoding thumbtack
fuzzy function; 3. the coherent pulse train signal with the nail bed type fuzzy
function. In addition to the constant frequency pulse signal, for other types of
signal, the multiple of time bandwidth and bandwidth is greater than 1, referred to
as the large time bandwidth product signal. The signal with inclined blade type and
thumbtack fuzzy function is the pulse width encoding signal. Due to the introduction
of nonlinear phase modulation in the pulse, wide pulse with narrow pulse bandwidth,
through the matched filter or related integral processing, can be compressed into a
narrow pulse to output, called the pulse compression signal. This signal not only
has excellent detection performance and speed performance, but also has high range
resolution and ranging performance of narrow pulse waveform. Pulse compression
waveform can be divided into two types of frequency modulated pulse compression
signal and phase coded pulse compression signal according to the nonlinear phase
modulation rule. The former also has the difference in linear frequency modulation
and the nonlinear frequency modulation; the latter has the difference in two-phase
code, the multiple-phase code and the complementary code.

The traditional adaptive beam-forming algorithm is applied to practical prob-
lems, there are two aspects of the problem. On the one hand, the traditional adaptive
beam-forming algorithm assume that there is no desired signal in the training data,
but in practice, if the desired signal exists in the training data, it will significantly
reduce the convergence rate of the adaptive beam-forming algorithm. If the number
of samples is very small, it will lead to a serious decline in performance. On the other
hand, the traditional adaptive beam-forming algorithm, under non-ideal conditions,
such as environmental pollution and the antenna array pollution, it will be affected
by the pollution, which will lead to some errors between the steering vector assumed
and the actual signal steering vector, and the traditional adaptive beam-forming al-
gorithm is very sensitive to steering vector error. Very sensitive, then the algorithm
performance also very serious declines. The researchers showed that the traditional
adaptive beam-forming method is sensitive to the steering vector mismatch and ar-
ray error [2]. To get high performance, it is necessary to know the co-variance matrix
of the desired signal steering vector and the interference plus noise. In the actual
scene, there is always mismatch reduction between the desired signal steering vector
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assumed and the actual steering vector [4]. In addition, in the passive no-source
positioning, mobile communication and so on actual application cases, the training
sample data will inevitably contain the desired signal component, oriented vector
mismatch and the training samples containing the desired signal component, which
will cause the decline of the performance of adaptive beam-forming [5]. The research
of adaptive beam forming algorithm with steady performance is the problem needed
to be solved in engineering application.

There exist many methods used to improve the robustness of adaptive beam-
forming algorithm. Literature [3] makes use of diagonally Loaded SMI, LSMI sample
matrix inversion method to improve the direct sample matrix inversion (SMI) robust
beam-forming, and LSMI, by controlling the diagonal loading to increase artificial
white noise variance, alleviates the self-destructive problem of useful signal, suitable
for mismatch cases in different types, but the method has an obvious deficiency -
it is difficult to determine the amount of diagonal loading. Literature [2], in al-
lusion to the steering vector mismatch, proposed robust beam-forming with mode
constraint algorithm, and acquired the robust adaptive algorithm relevant with the
uncertainty set, while the method needs appropriate parameters selection to ensure
its robustness. Literature [5] studied the robust adaptive beam-forming algorithm
under the worst performance (Worst case based RAB, W C-RAB). On the assump-
tion that the mismatch scale limit is known, the approximate analytic formula of
the optimal loading amount is obtained, while the limit of mismatch amount in
practice is not known. The literature [6] and literature [9] improve the literature
[5], and under the assumption that the spatial range of the target signal uses the
low resolution method, the iterative sequence of quadratic programming (Sequential
Quadratic Programming, SQP) method is used to estimate the actual steering vec-
tor. However, since that the impact of the desired signal component in the training
samples is not considered, when the signal-to-noise ratio increases, the increase of
output SINR will occur bottlenecks.

3. Method

The proposed algorithm is based on the premise of target angular domain known
by low resolution method. First of all, use the complement structure beam-space
conversion matrix of the desired signal angle area, and then, in the beam domain,
deduct the estimation algorithm of the desired steering vector, and calculate beam-
space beam-forming weights. At last, the beam-space beam-forming weights are
transformed to the element space, which can obtain adaptive beam-forming weight
with robust performance on the two conditions for steering vector mismatch and
training samples contaminated.

3.1. Robust radar waveform formation algorithm based on
beam steering vector estimation

The algorithm consists of six steps:

1. According to the low resolution method, divide the target airspace range Θ
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and the interference target airspace Θ̄.

2. Calculate A =
∫

Θ̄
a(θ)aH(θ) dθ, where a(θ) is the expected signal steering

vector and θ represents the signal location. The number of A’s main feature
vectors M ′ is derived from the minimum description length criterion (MDL)
method. Construct the beam transform matrix B = [u1, u2, · · · uM ′ ]M×M ′ , in
which {ui}M

′

i=1 is the M ′th main feature vector of A.

3. Calculate the co-variance matrix Rb = BHRχB of the beam field, and make
use of CVX to solve (1) that does not contain rank (Zb) = 1, and obtain the
optimal solution in the form

minZb
Tr(R̂−1

b Zb) ,
s.t.Tr(BBH)−1BZbB

H((BBH)−1)H = M ,
Tr(Zb) ≤ δ0 ,
Zb � 0 ,
rank(Zb) = 1 ,

(1)

δ0 being the unknown error between the expected and true steering vectors
and

4. Randomly generate L vectors ξl ∼ N(0, Ẑb) following zero mean Gauss dis-
tribution, l = 1, ..., L. They are normalized, and then ãl = ξl/ ‖ξl‖ is ob-
tained. The chosen optimal beam steering vector âb = ãl meets the condition
l∗ = arg min

l=1, ..., L
ãH
l R

1
bãl (âb denoting the optimal signal steering vector and

ãb denoting the true signal steering vector).

5. After obtaining the optimal estimate beam steering vector âb, make use of (2)
to solve the beam domain Capon weight vector Wb_opt;

wb =
R̂−1

b ãb(θs)

ãH
b (θs)R̂

−1
b aH

b (θs)
. (2)

6. Eventually, make use of the conversion relation Wopt = (BBH)1BWb_opt be-
tween the beam domain Capon vector and right array domain Capon weight
vector to solve the domain Capon adaptive weight vector Wopt.

3.2. Simulation experiment design

The effectiveness of the proposed method is verified by computer simulation
experiments. Assume that the receiving array is a uniform linear array, the number of
array elements isM = 20, and the array element spacing is half of the wavelength. It
is assumed that the two interference sources are incident at 30 degrees and 50 degrees
respectively, the dry noise ratio is 30 dB, the actual incident angle of the desired
signal is θP = 5◦, and the space noise is Gauss white noise with zero mean value.
All the simulation results are obtained by 200 Monte-Carlo experimental statistics,
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and the training snapshot data always contains the desired signal component. The
proposed algorithm (BS-RAB) is compared with SMI, LSMI, WC-RAB and SQP-
RAB. For BS-RAB and SQP-RAB, the angle domain interval of the desired signal is
assumed as Θ = [θP + 5◦ to θP−5◦], the number of main feature value is M ′ = 8,
and the proposed algorithm BS-RAB theory is N3dB = 13. Slack variable of SQP-
RAB is δ0 = 0.1. The upper limit of steering vector mismatch amount in W C-RAB
algorithm, is set to ε = 0.3M , and the diagonal loading factor of LSMI algorithm is
set to two times of the noise power.

Table Simulation experiments assumptions

Simulation experiments

Experiment 1 In the case of existing direction mismatch, compare the perfor-
mance of BS-RAB, SMI, LSMI, WC-RAB and SQP-RAB al-
gprithms. The assumed steering vector is calculated by θp+θe,
θe being observing direction mismatch error, and in the exper-
iment, θe is set to evenly distributed in the interval [−5◦, 5◦].

Experiment 2 In the construction of beam domain conversion matrix, make
use of the desired target angle domain O and the array element
position information without interference. The desired target
angle domain is the mismatch region of the target direction,
and the selection criteria is only containing the useful signal,
but not containing any interference direction. It is assumed
that the element position interference caused by antenna po-
sition error is evenly distributed in [−kλ, kλ], where λ is the
wavelength.

Experiment 2 Considering the direction mismatch and element position in-
terference, compare the performance of BS-RAB, SMI, LSMI,
WC-RAB and SQP-RAB algorithms. Assume that the error
between the element and ideal position is evenly distributed
in the interval of [-0.15λ, 0.15λ], where λ is the wavelength.
Other simulation conditions are the same as in experiment 1
settings.

4. Results

Experiment 1: set the single element SNR is SNR=l0 dB, compares the change
relation of 5 algorithms output SINR with the training snapshots, as shown in Fig. 1.
As can be seen from the figure, WC-RAB and SQP-RAB, on the condition that the
number of snapshots is less than 30, have a similar output SINR; while on the
condition that the number of snapshots is larger than 30, the output of SQP-RAB
SINR is better than that of WC-RAB, and the algorithm proposed BS-RAB output
SINR has basically reached the convergence value in the output snapshots of 20.
In the case of small samples, this method has better performance, while the overall
output SINR is much higher than the other 4 algorithms.

The number of snapshots is set as 100, then the variation relation diagram of 5
algorithms output SINR with the input SNR is shown in Fig. 2. We can see that,
when the input SNR approximation is less than 20 dB, the output of SQP-RABSNR
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Fig. 1. The variation curves of OSINR with the number of snapshots on the
occasion of direction mismatch

SINR is higher than that of WC-RAB; when the input SNR approximation is larger
than 20 dB, the output of WC-RAB SINR is higher than that of SQP-RAB. But
there is bottleneck in the variation of SINR with the increase of SNR, while the
output of BS-RAB SINR has the performance of close to the optimal SINR. It can
be seen that BS-RAB has a strong robust performance to signal direction mismatch
error, and the output of SINR is superior to other algorithms.

5. Discussion

The method proposed in this paper does not require the upper limit constrain of
the steering vector mismatch error, which avoids the modeling of the upper limit of
the steering vector mismatch. Compared with the method of literature [6], although
all belong to the class of robust adaptive steering vector estimation algorithm, be-
cause the proposed method reasonably uses the spatial information of target signal
and interference, the proposed method can eliminate the influence of the desired
signal contained in the training sample. In addition, since that the steering vector
of non-uniform linear array is more general compared with uniform linear array, and
there is no limit in the construction of beam-space transformation matrix and the
constrain condition of estimation beam-space steering vector in the array type, the
proposed method is also applicable to non-uniform linear array.
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Fig. 2. The performance comparison on the occasion of direction mismatch

Experiment 2: Figure 3 shows the variation curves of constrained region Θ̂k

deviation degree from Θ̂ with k. It is found that the Θ̂k deviation is less than 4% in
the presence of the array element, and the influence of the element disturbance on the
deviation is not great. Although there is a difference between the use of the steering
vector without array position disturbance and the steering vector calculation matrix
A in the presence of array element position disturbance, as long as the angle domain
Θ̂k contains only the desired signal but does not contain any interference signal, the
constrain ‖ãb‖≤max ‖ãb(θ)‖, θ∈Θ is established. As a result, we can calculate the
beam field transformation matrix by the assumption that the array elements are not
perturbed.

The simulation experiment 3 showed that the proposed method is suitable for
small sample snapshots, and compared with other algorithms, it has more perfor-
mance advantages.

6. Conclusion

This paper studies the robust adaptive beam-forming method, and for steering
vector mismatch and sample co-variance matrix estimation error resulting in adap-
tive beam-forming performance degradation problems, puts forward a kind of robust
adaptive beam-forming method (BA-RAB) based on beam-space steering vector es-
timation on the condition of training samples contaminated. This method uses the
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Fig. 3. The variation curve of Θ̂k deviation with element disturbance degree

complement structure of the desired signal beam domain angle mismatch area of
the conversion matrix, the array domain training data is transformed to the beam
field, to eliminate the desired signal component in the training samples, and gives
the beam-space steering vector estimation method, using semi definite relaxation
planning solving QCQP problem with constant modulus constraint. The proposed
method, in the case of training sample contaminated and steering vector mismatched,
can effectively improve the robust performance of adaptive beam-forming output
SINR, so the output SINR achieves the approximate optimal SINR, and it is suitable
for small sample snapshot. It overcomes the shortcomings of the existing algorithms
useful signal elimination when the desired signal component exists in the sample co-
variance matrix. And then the method to estimate the beam-space steering vector
is derived, and transformed into quadratic programming problems with two non-
convex constant modulus constraint, then the semi definite relaxation planning is
used to estimate the actual beam-space steering vector. Finally, the effectiveness of
the proposed method is verified by computer simulation.
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Gauge point positioning method based
on computer vision

Jiaozhen Zhao1

Abstract. A new effective gauge point positioning is proposed in the paper, which is very
crucial from the viewpoint of the safety and reliability of railway transportation. Firstly, frame-
work of the computer vision based track geometric deformation detection system is proposed. In
particular, the visual inspection system is made up of four modules, that is, 1) Sensing system, 2)
Light source system, 3) Image acquisition system, and 4) Image processing system. Secondly, to
tackle the gauge point positioning problem, two conversions should be done in advance, including 1)
world coordinate system to camera coordinate system, and 2) camera coordinate system to image
coordinate system. Thirdly, in order to accurately position gauge points, a weighted least square
based curve fitting algorithm is exploited to choose an appropriate type of curve to fit the observed
data. Finally, from the simulation results, it can be observed that the proposed method is able to
position gauge points using computer vision.

Key words. Gauge point positioning, computer vision, curve fitting, surface defect repair.

1. Introduction

As the backbone of modern transportation system, railway plays an important
role in promoting the development of social economy and improving the utilization of
social resources [1], [2]. In recent years, with the rapid development of railway con-
struction, the passenger and freight volume increase rapidly [3]. Particularly, after
China comprehensively promoting the construction of high-speed railway passenger
and freight traffic, traffic density significantly develops than ever. Furthermore, to-
gether with the high quality demand of the railway line, the requirements of track
parameter standardization improve as well [4], [5].

Track irregularity mainly contains track longitudinal level, along-track, track
level, track twist irregularity, gauge, and so on. In all track parameters, gauge
refers to one of the basic rail parameter and it has always been one of the necessary
ones which should be measured [6], [7]. However, if the gauge cannot be detected
precisely, it will lead to weighty rail hidden trouble. Moreover, when gauge is out of
range, not only the stability of vehicle’s moving and the comfort of passengers will
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be affected, but also the relationships between wheel and rail may cause security
risks of climbing out of track [8]. In order to detect gauge points precisely, high
efficiently, and non-contact, there are many difficult problem we should solve [9],
[10]. Particularly, to satisfy to the need of speediness and over loading and guarantee
the train running safely, it is of great importance to propose an effective gauge point
positioning method [11].

The rest of the paper is organized as follows. We illustrate the computer vision
based track geometric deformation detection system in section 2. In Section 3, we
explain the proposed gauge point positioning method. To test the effectiveness of
the proposed method, simulations are conducted to prove the effectiveness of our
method in section 4. Finally, section 5 concludes this paper in detail.

2. Computer vision based track geometric deformation
detection system

Computer vision products can obtain object information through the image ac-
quisition system, and then convert them into digital signals, which can be widely
used in image processing system, image processing system, and so on. After a se-
ries of operations and processing steps, the target characteristic information of the
position and contour can be obtained. Finally, equipment actions are controlled
according to test results. Thus, the visual inspection system is made up by the
following parts:

1. Sensing system—relies on various types of sensors to collect information, and
then build detection devices.

2. Light source system—provides the linear light source through the light source
controller for the detection system.

3. Image acquisition system—contains video camera, image acquisition card, and
so on.

4. Image processing system—contains a variety of image processing algorithms,
and image processing software.

Early track geometric deformation detection mostly used the contact measure-
ment mode. However, this kind of method mainly depends on the rolling wheel rail
contact to obtain valid data. Therefore, measurement accuracy and reliability of are
not very ideal. At present, with the rapid development of high-speed railway tech-
nology, gauge detection becomes more and more important to track the geometric
deformation. In track geometric deformation detection, the geometrical parameters
selection is a crucial problem. Particularly, gauge point positioning should be solved
in advance. Framework of the computer vision based track geometric deformation
detection system is shown in Fig. 1.

The detection system based on machine vision has been widely used in track
geometric deformation detection due to its powerful function of perception, analysis
and processing of data. Therefore, considering various factors, in this paper, we
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Fig. 1. Framework of the computer vision based track geometric deformation
detection system

will use the detection system based on machine vision to realize the track geometry
deformation gauge positioning algorithm. Diagram of gauge and gauge point is
shown in Fig. 2.

Fig. 2. Diagram of gauge and gauge point

As is shown in Fig. 2, the gauge point is located at the top of the vertical down-
ward 16mm position, and points A, B denote two gauge points which are corre-
sponding to the left and right rails, respectively. According to the railway gauge
corresponding with the international standard in China, the distance between two
gauge points is 1435mm.

3. The proposed gauge point positioning method

For the gauge point positioning problem, we should solve the coordinate system
conversion issue. World coordinate system can be converted to the camera coordi-
nate system by the equation

xc
yc
zc
1

 =

[
R T
0T 1

]
=


r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1

 , (1)
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where R is the rotation matrix, which is computed as follows

R =

 cos (ϕ) − sin (ϕ) 0
sin (ϕ) cos (ϕ) 0

0 0 1

 ·
 cos (θ) 0 sin (θ)

0 1 0
− sin (θ) 0 sin (θ)

 ·

·

 1 0 0
0 cos (φ) − sin (φ)
0 sin (φ) cos (φ)

 , (2)

where symbols ϕ, θ, φ denote the angle between the three axes of the camera and the
corresponding world coordinate system, and T {tx, ty, tz} refers to the displacement
between two different coordinate systems.

Next, we will discuss how to convert the camera coordinate system to the image
coordinate system. Suppose that a point of camera coordinate system is represented
as P (x, y, z), and the corresponding image coordinate is represented as p (X,Y ).
The point P (x, y, z) can be converted to p (X,Y ) as follows{

X = fx/z
Y = fy/z

. (3)

Then, the following equation should be satisfied.

z

 X
T
1

 =


f 0 0 0
0 f 0 0
0 0 f 0
0 0 1 0



x
y
z
1

 . (4)

To effectively position gauge points, we utilize curve fitting algorithm to select
the appropriate type of curve to fit the observed data. For x, y, the discrete array is
represented as(xi, yi), and curve fitting process aims to find a function y = f (x, c).
Particularly, we choose the weighted least square method [12–14] to solve the curve
fitting problem.

4. Experiment simulation

In this section, we test the performance of the method is by simulations. Partic-
ularly, parameters of Laser transmitter, CCD camera, and Image acquisition card,
and the detailed experimental settings are shown in Table 1.

For the laser light rail profile image with top surface defects, in order to achieve
precise positioning of the gauge point, we should repair defects of the top laser light.
To solve this problem we utilize the curve fitting technology to repair surface defects
at the top of track. Rail profile image is processed by several steps, such as grayscale,
binarization, filtering, contour extraction, camera calibration, image correction, and
so on. Next, Matlab is used to extract single pixel laser stripe coordinate. Curve
fitting results are shown in Figs. 3 and 4.
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Table 1. Experimental settings

Item Index name Value

laser transmitter
light source color red

angle of sector eight degrees

shape planar array

CCD camera
resolving power 752×582

working temperature −9◦C to 45 ◦C

frame rate 80 fps

image acquisition card interface number five
interface type CoaXPress

Fig. 3. Diagram of gauge and gauge point

It can be observed from Figs. 3 and 4 that the surface defect at the top of track
can be repaired very well, and then the utilization rate of data acquisition can be
promoted significantly. Based on the surface defect repair results, accuracy of the
gauge point positioning can be enhanced obviously.

5. Conclusion

In this paper, we discuss how to locate gauge points with higher accuracy. The
framework of the computer vision based track geometric deformation detection sys-
tem is proposed at first. To solve the gauge point positioning issue, we explain
how to convert world coordinate system to camera coordinate system, and how to
convert camera coordinate system to image coordinate system. Based on the above
steps, a weighted least square based curve fitting algorithm is exploited locate gauge
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Fig. 4. Repair curve of surface defect at the top of track

points. In the end, experimental results demonstrate the effectiveness of our pro-
posed method.
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Research on hand movement
recognition based on static image

decomposition

Jun He1

Abstract. Estimation of human hand movement state is studied, that is, estimate the global
pose of the human hand and the state of each local joint angle from the visual observation. In this
paper, the static image sequence acquired by the camera is used as the observation input. Based on
the improved Particle Swarm Optimization (PSO) particle filter algorithm study the human hand
movement recognition, realize the interaction between the hand movement and the sphere.

Key words. Image sequence, particle filtering, human hand movement.

1. Introduction

It is an important research topic to use computer vision to analyze and recog-
nize the multijoint hand movement. The main goal of this research is to detect and
recover the human motion from the sequence of video images, and then to describe
and understand the human hand movement behavior on this basis [1–2]. The vi-
sual analysis of the human hand movement can be applied to many fields, such as
robot teaching and learning, human-computer interaction, virtual reality or three-
dimensional animation [3]. At the same time, the visual analysis of human hand
movement is a very challenging research topic, which involves image processing,
computer vision, computer graphics, pattern recognition and artificial intelligence
and other disciplines. In the past few decades, researchers at home and abroad have
carried on a great deal of research around this subject. However, due to the inherent
complexity of the project, the research results so far cannot meet the requirements of
real-time, accuracy and robustness, and there is a certain distance from the practical
application.

At present, some relatively mature mobile analysis systems in the market most
need people to wear sensors or optical markers on the hand [4]. The sensor system
(such as a data glove) acquires motion data by placing a sensor on a tracked object,

1Guizhou Electronic Information Career Technical College, Guizhou, 550000, China
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such systems can guarantee a certain accuracy, but the equipment is often expensive,
require complex calibration steps, and it can impede the movement of the object
being tracked. The optical marking system places the optical mark on the joint of the
human hand, then these markers are tracked by the camera, but in the movement,
blocking will cause some of the mark is not visible, therefore, the system needs
manual post-processing of the captured data. In comparison, the unmarked motion
tracking method of computer vision is a more natural, more applicable and non-
contact method. With the rapid increase of computer hardware processing capacity
and the popularization of digital video equipment, the unmarked visual analysis of
manpower moving has attracted the attention of many researchers both at home
and abroad because of its wide application prospect, which has gradually become a
research focus in computer vision field.

2. Methods

2.1. Algorithm

One of the main problems of the standard particle filter algorithm is the use of
state transition prior model p (xi |xi−1 ), which does not consider the latest observa-
tion zi, as the important density function, so the importance of the particle sampling
process is suboptimal. In the tracking process, the standard particle filter algorithm
needs to collect a large number of samples in order to approximate the true posteriori
probability density distribution of the system state. The sample set too small will
produce sample poor phenomenon, reduce the estimation accuracy, and even lead to
sample set divergence and estimate failure. The three-dimensional human motion
tracking is a high-dimensional problem, in the premise of calculation, due to the
extreme sparsity of particle sampling in high-dimensional space, it is impossible to
use a finite number of particles to effectively express the true posteriori distribution
of human hand-like disease, which can easily lead to tracking failure.

The Gaussian particle swarm optimization (PSO) algorithm is an improved PSO
algorithm [5], which uses the Gaussian distribution to generate the velocity vector.
Its convergence is better than that of the classical PSO algorithm. Its particle
velocity and position update equation is as follows:

vik+1 = |randn|
(
pik − xik

)
+ |randn|

(
gk − xik

)
(1)

xik+1 = xik + vik+1 (2)

where |randn| is a positive Gaussian random number that can be generated by the
absolute value of the standard Gaussian distribution N(0, 1).

Particle Swarm Optimization Particle Filter (PSOPF) algorithm [6] is an algo-
rithm that integrates the PSO algorithm into PF and optimizes the sampling process
of PF. In this paper, the PSOPF algorithm is applied to human motion tracking in
high-dimensional state space. The Gaussian PSO algorithm is used to optimize the



RESEARCH ON HAND MOVEMENT RECOGNITION 143

matching error function E (z, x). In the inter-frame state transition process, the
t− 1th moment convergence of the individual optimal position pit−1,K is to initialize
the particles at time t

xit,0 = pit−1,K + r (3)

where r ∼ N (0,
∑

) is the mean multidimensional Gaussian noise and
∑

is the
covariance matrix. Its diagonal elements are determined according to the maximum
interface angle or displacement variation.

However, Gaussian PSO algorithm with the standard PSO algorithm by updating
the global extreme and extreme values of the particles themselves can search for the
optimal solution only when a better solution is encountered. Then, the extreme
value will be updated, thus narrowing the search neighborhood of the particle and
making it easy to converge. In the process of particle swarm pursuit of the best
particles, as it is getting closer to the best particles, the speed is getting smaller and
smaller, and the entire group gradually shows a strong convergence. Therefore, the
algorithm is easy to fall into the local optimum in the middle and late stages of the
search process, resulting in the premature convergence phenomenon. This problem
is particularly acute for high-dimensional multimodal problems such as hand motion
tracking. In this paper, two improved methods are used to overcome the premature
convergence of the algorithm and improve the diversity of the particle to enhance
the global search ability of the algorithm.

First, introduce the simulated annealing into Gaussian PSO; use the simulated
annealing algorithm to improve the updating condition of the extreme value of the
particle. It cannot only accept the optimal solution, but also accept the degenerate
solution to expand the global searching range. It is given by the formula

pik+1 =

{
xik+1 if, ri min (1, exp (−∆D/Tk+1)) ,
pik otherwise ,

(4)

where Tk+1 is the annealing temperature of the (k + 1)th iteration. The value of
Tk+1 = αTk, α being the cooling coefficient that lies in interval (0, 1). In all the
experiments described in this paper, the values of α are 0.8. Symbol ∆D is the
particle distortion change defined as ∆D = 1/f

(
xik+1

)
− 1/f

(
pik
)
, where f

(
xik+1

)
and f

(
pik
)
are the new particle fitness value and old best individual fitness value,

respectively. In this paper f (x) = p (z |x ), that is, the fitness value f (x) of the
particle is calculated using the observation likelihood p (z |x ) defined by p (z |x ) ∝
exp (−λe · E (z, x)). Finally, ri is a uniformly distributed random number from the
interval [0, 1].

Secondly, starting from the third iteration of Gaussian PSO, local randomization
is performed on the corresponding dimension of the finger joint angle according to the
method in [7]. More specifically, in each iteration process, after the particle position
update calculation, the particle position is recalculated with a small probability,
which is selected as uniform sampling in the corresponding dimension value range.
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It is shown in the formula

xijk =

{
U
(
xj,min, xj,max

)
if randij < Pr

xijk otherwise
(5)

Here, xj,min and xj,max are the minimum and maximum values defined by the
jth dimension of the search space, respectively, while U(xj,min, xj,max) is a random
number evenly distributed in interval [xj,min, xj,max]. Symbol randij = U(0, 1) is a
random number evenly distributed over the interval [0, 1]. Finally, Pr is a probability
wide value constant for the treatment of particles, in this experiment its value is 0.01.

In this paper, the modified PSOPF is used as the tracking algorithm to search
the human hand and object state parameters in 32(26 + 6)-dimensional state space.
In the particle filter framework, the convergence of the particle set is accelerated
by optimizing the matching error of the Gaussian PSO, at the same time, using
simulated annealing method to avoid the premature convergence of the particle, but
canceling the local optimization in the process of randomization steps. Although the
localized randomization method is suitable for tracking a variety of flexible move-
ments individually, it does not apply to the tracking of hand-to-object interaction
(such as human hand-crawling objects).

In the initial stage, due to the lack of time domain continuity information, this
paper uses manual and object in their respective calibration positions to manually
initialize the tracking process. The specific algorithm steps are as follows:

• Initialization: From the prior distribution of p (xh−o,0) sampling N particles,

the weights are 1/N , which is expressed as
{
xih−o,0, 1/N

}N

i=1
.

• Particle state transfer: This process is an important sampling process. The
particle initial position is acquired using (3). With the newest observing value,
(1) and (2) are used to iteratively evolve the particle set. The iteration will
drive the particle to the high likelihood region. The particle diversity and
mature convergence is assured through (4).

• Weight update: The observation likelihood is used to update the particle
weight wi

t ∝ wi
t−1p

(
zt
∣∣xih−o

)
and weight normalization. The maximum post-

calibration is utilized to output the system state estimation value.

• Resampling: To avoid the degradation of particle weights, the sample set{
xih−o,t, w

i
t

}N

i=1
is resampled according to the weights. The new equal-weight

sample set is
{
xih−o,t, 1/N

}N

i=1
.

• Is the judgment over? If yes, exit this algorithm, otherwise go to step 2.

2.2. Relevant models

This paper focuses on the interactive process between human hand and sphere.
The method used in this paper is also applicable to the tracking of human hand
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interaction with other objects.
After defining the state variable (hand-sphere variable xh−o), the matching error

is defined as

E (z, xh−o) = λdEd (z, xh−o) + λsEs (z, xh−o) + λmEmxh−o . (6)

The above equation shows that the matching error with the current observation
input z is determined by the human hand motion state and object motion state. For
the state transition model of human hands and objects, the first-order linear model
is adopted in this chapter, and the multidimensional Gaussian noise is used as the
disturbance.

3. Results and discussion

This experiment system is developed on the Visual Studio 2010 platform using
open source cross platform 3D graphics engine Open Scene Graph (OSG) 3.0.0.
The three-dimensional human hand and object model with DOF degrees of freedom
nodes are loaded into the OSG. The control the movement of hands and objects is
realized through osgSim::DOFTransfrom. In addition, in each iteration, the depth
image of human hand and object model is generated by using Frame Buffer Object
(FBO) in OSG, which is used to calculate the particle matching error and observation
likelihood value in the algorithm.

In this paper, the experiments on the synthetic and real sequences are performed
to verify the effectiveness of the hand-object tracking method. In all experiments,
the improved PSOPF tracking method used in this chapter works with 60 particles,
and for each image input, iterations are optimized 40 times. Experiments were run
on an ordinary PU machine with dual-core Core 2 2.0 GHz CPU, 2.0GB of RAM
and Nvidia GeForce 8400M GS GPU.

3.1. Synthesis of sequence experiments: Relevant models

Since it is not possible to obtain the real pose data directly from the sequence of
images captured by the camera, this chapter uses a synthetic sequence with realistic
pose data to further evaluate the algorithm quantitatively. The real value data
for the synthesis sequence is the tracking result of the tracking system in the real
sequence experiment, and the synthetic sequence of the human hand and the sphere
is generated by the tracking result of the real sequence. The synthetic sequence is
used as the input of the tracking system, and then for carrying out the experiments.
Figures 1–7 show the results of tracking method proposed in this paper for a part of
the tracking parameters and corresponding value of the comparison. The solid line
depict the tracking results, while the dotted lines show the real values.

Figures 1-7 show the recognition results of human hand from a video frame by
frame. The human hand captured in the video is permanently interactive with a
sphere object. The sphere object works as an interference in the human hand recog-
nition. When the palm moves along axis x, the actual movement and the recognition
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results converge perfectly in Fig. 1, indicating that the method can keep a high degree
of consistency with the real situation. In Fig. 2, the actual movement is compared
with the recognition results as the palm moves along axis y. Figure 2 also shows very
good convergence of the actual results and tracking results. Figures 3–5 show the
recognition results of PIP (proximal interphalangeal), MCP (metacarpophalangeal),
TM (trapeziometacarpal) joint movement measured in angles.

Fig. 1. Comparison of tracking results and real values of synthetic sequences
between human hand and sphere: palm displacement along axis x

Fig. 2. Comparison of tracking results and real values of synthetic sequences
between human hand and sphere: palm displacement along axis y
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Fig. 3. Comparison of tracking results and real values of synthetic sequences
between human hand and sphere: angle of ring finger PIP joint flexion

Fig. 4. Comparison of tracking results and real values of synthetic sequences
between human hand and sphere: angle of thumb MCP joint flexion

4. Conclusion

Aiming at the difficulty of particle sampling in three-dimensional space, this pa-
per integrates the swarm intelligence optimization method into particle filter, and
using its powerful global optimization ability to improve the distribution of parti-
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Fig. 5. Comparison of tracking results and real values of synthetic sequences
between human hand and sphere: angle of thumb TM joint flexion

Fig. 6. Comparison of tracking results and real values of synthetic sequences
between human hand and sphere: object displacement along axis x

cle filter samples, it proposes a specific three-dimensional hand tracking algorithm.
This algorithm applies an existing Particle Swarm Optimization (PSO) particle filter
algorithm to hand motion tracking in high-dimensional space, and in order to solve
the problem of premature convergence in high dimensional-space, it uses simulated
annealing and local randomization to improve the convergence of the algorithm. The
improved algorithm can track the free movement of human hands and interaction
between human and object.
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Fig. 7. Comparison of tracking results and real values of synthetic sequences
between human hand and sphere: object displacement along axis y

Table 1 summarizes the results of the statistical analysis of the attitude param-
eters error on the whole sequence.

Table 1. Tracking error of synthetic sequences between human hand and sphere

Attitude parameter Error mean Standard deviation

Palm displacement along x 0.3453 0.2896

Palm displacement along y 0.6655 1.1481

Angle of ring finger PIP joint flexion 3.5181 2.5534

Angle of thumb MCP joint flexion 2.2100 1.8216

Angle of thumb TM joint flexion 0.7944 0.8104

Object displacement along x 0.6265 1.3522

Object displacement along y 0.3121 0.5192
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A study on control system of electronic
treadmill based on neural network

theory

Yun Miao1

Abstract. The control system of electronic treadmill is researched on the basis of neural
network theory so as to provide theoretic bases for the research and development of new electronic
treadmill. Firstly, studies are carried out on the composition of brushless DC motor and its operat-
ing principle and neural network as well as PID control to establish mathematical model of motor
and confirm the program for single closed loop speed regulation of motor and PID control method
based on neural network. Secondly, Secondly, hardware architecture is researched and designed
according to the control needs of electronic treadmill. The whole hardware system is divided into
main control board and function board with function board researched and designed. In succession,
µC/OS-II, the embedded real time operating system is chosen as the target platform for product
development and transplanted to the main control board. Finally, tests are made for the control
system of the treadmill. It can be seen that, when the performance index of the speed of running
belt meets no-load condition, the deviation is lower than 5% and when meeting load condition, the
deviation is lower than 10%; the deviation of slope regulation is less than 5%. the deviation of
heart rate is less than 5%.Control system of treadmill designed in the study can meet everything
what the design requires.

Key words. Electronic treadmill, neural network theory, µC/OS-II, µC/GUI, PID control
method.

1. Introduction

With the development of economy and improvement of living standard, people
pay more and more attention to their health [1]. In the present modern life with
rapid pace, the chances and places for people to doing physical labor and exercise
are lessened, giving rise to the decreasing of the amount of exercise and people’s
subhealth. Doing exercise on electronic treadmill is unaffected by the limitation of
weather and takes up small space, which solve problems about people’s unwillingness
to expose to bad air, insufficient exercising time and space. In addition, the price
of electronic treadmill is acceptable, and general people can afford it. Scientific

1North China University of Water Resources and Electric Power, Henan, 450000, China
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researches show that running is the most effective and scientific aerobic exercise for
people to keep health [2], which is vigorously advised in sports and medical filed.
From the point view of kinematics, the posture of walking on treadmill are the same
as that on ground. As walking on treadmill does not need a posture of stretching,
users may feel it is easier to doing exercise on treadmill.

µC/OS-II real time operating system is applied in the control system of electronic
treadmill for the first time. On the basis that hardware and software architecture of
the control system are confirmed, with with µC/OS-II as the development platform,
functions of electronic treadmill are realized on it [3], which provides a new way of
thinking for the development of control system of electronic treadmill.

2. Literature review

Treadmill product has been updated for four generations in less than 40 years
from the 1980s [4]. The popularity of embedded system overcomes such problems as
large size and poor stability of PC terminal. Reference [5] proposes that streaming
media technology can be introduced in control system of electronic treadmill. When
runners are running, they can choose videos and audios to play. Reference [6] puts
forward a adaptive control method that follows the speed of treadmill and can be
used in the system of lower limbs rehabilitative robot. According to structure fea-
tures of lower limbs rehabilitative robot, a force measuring device is adopted to test
runner’s acting force on treadmill. The acting force is also used to reflect the motion
state of runners in real time and control the speed of treadmill. Tests on physical
prototype show that this control method works in making treadmill follow and adapt
to runner’s speed. Reference [7] designs a adjustable speed treadmill based on the
principle of computer vision gesture recognition, which collects gestures of runners
through camera. Users can control the speed of the treadmill by making gestures in
front of camera. References [8, 9] combine virtual reality technology with treadmill
to provide a virtual sports ground and interactive entertainment functions for users,
thus improving motion perception. In a word, electronic treadmill tends to be dig-
ital, intellectual and networked with more improved functions and it also develops
more human [10].

3. Methodology

4. Control technologies of electronic treadmill

The brushless DC motor consists of motor body, electronic commutating device
and rotor position detecting device [11]. DC motor is made up of stator and rotor.
The armature of the general DC motor is mounted on the rotor and the main pole
is on the stator, as shown in Fig. 1.

We established a mathematical model for the three-phase and six-state brushless
DC motor. The assumed conditions are as follows [12]: the effect of gear slot, commu-
tation process and armature reaction is ignored; three-phase winding is completely
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Fig. 1. Schematic diagram of brushless DC motor

symmetrical, the air gap magnetic field has the form of a square wave, and the dis-
tribution of stator current and rotor magnetic field is symmetrical; the distribution
of armature winding on the surface of stator is uniform and continuous; magnetic
circuit is not saturated and eddy currents and hysteresis loss are ignored. The math-
ematical model of brushless DC motor is composed of voltage, torque and motion
equation [13]. When each switch and conduction pressure drop of anti-parallel diode
is ignored, the voltage equation can be expressed in the form ua

ub
uc

 =

 Ra 0 0
0 Rb 0
0 0 Rc

 ·
 ia
ib
ic

 +

+
d

dt

 L−M 0 0
0 L−M 0
0 0 L−M

 ·
 ia
ib
ic

 +

 ea
eb
ec

 , (1)

where ua, ub and uc refer to voltages of three-phase stator, Ra, Rb and Rc refer
to resistances of three-phase stator winding, ia, ib and ic refer to currents of three-
phase stator, and ea, eb and ec refer to induced back electromotive force. Finally,
symbol L denotes the inductance of each phase winding and M M refers to mutual
inductances of the phase windings.

Current and rotor magnetic field in each phase of winding of the brushless DC
motor interact with each other and produce electromagnetic torque

Te
Ω

=
eaia + ebib + ecic

Ω
. (2)

Here, P denotes the electromagnetic power of the motor and Ω stands for the
mechanical angular velocity of rotor.

From (2), the equation of electromagnetic power is

P = eaia + ebib + ecic = 2EsIs , (3)

where Es is the overall induced back electromotive force of the brushless DC motor
and Is is the overall current of the three-phase stator.
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From (2), we can also obtain the motion equation in the form

J
dΩ

dt
= Te − TL −BΩ , (4)

where J refers to rotor inertia, dΩ/dt refers to angular acceleration of rotor, B
denotes the damping coefficient and Ti stands for the load torque.

The PID control principle of KP, KI, and KD consists in self-learning established
on the basis of BP neural network: the output state of neural network is in line with
three above mentioned parameters of PD controller. By making use of self-learning
ability, neural network constantly adjusts weighing factor, and its stable state is
consistent with the parameter of PID controller under the optimal control law.

BP neural network has the ability to approximate any nonlinear function whose
structure and learning algorithm are simple and clear. It is easy to know P, I, D
parameters under the optimal control law by adopting the self-learning property of
network. Typical incremental digital PID control algorithm is

∆u (k) = u (k)− u (k − 1) =

= KP∆e(k) + kIe(k) +KD [e(k)− 2e(k − 1) + e(k − 2)] , (5)

where k denotes the index of the step.

4.1. Hardware system of electronic treadmill

The hardware system of electronic treadmill consists of main control board and
function board. The main control board is in charge of commanding works of each
parts and it functions in controlling the touch screen, playing and recording audios
as well as recording motion data of users. It also extends interface to send control
signals to function board. Function board mainly works in driving speed motor and
lift and drop motor and detecting heart rate.

Mini 2440 development board, from Friendly ARM, is used as the main control
board in the hardware system aiming to save the underlying development time. The
development board has abundant resources meeting function needs of the main con-
trol board. And external extended port on the development board can be used to
control signals for function board. S3C2400 is adopted as the main controller, a mi-
croprocessor chip generally applied in handheld devices with low cost, consumption
and high performance or other electronic products. Audio circuit is designed for the
purpose of playing background musics and related warning tones, which employs
solution of embedded audio system based on IIS bus. As a human-computer inter-
action interface, the touch screen can be used as the display interface, and operates
the control system. It shows the current speed, slope, heart rates, distance and calo-
rie consumption and other parameters. Users also can set parameters on it, such as
speed and slope. SD card is applied in SD card interface circuit, which is a multi-
functional memory card widely used in portable devices based on semiconductor
flash memory technology.

Function board includes modules such as speed motor driving, lift and drop
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motor driving and heart rate detecting. It functions in adjusting speed and slope
and detecting heart rate controlled by control signals from the main control board.
The main control board and function board are connected through extended port,
where control signals of the main controller and feedback signals of each modules in
function board transfer.

Adjusting speed is one of the basic function of treadmill, so speed adjustment is
one of the most important part of brushless DC motor in treadmill control system.
A special chip for regulating speed is chosen when controlling rotary speed of mo-
tor, which simplifies hardware circuit and achieves higher control accuracy. Hand
heartbeat detection module TM998 is adopted as heart rate detection device which
works by using the ECG principle [14]. Heart beatings produce electrophysiolog-
ical changes and conduct to body surface. Heart beating signals can be obtained
through laying electrodes on skin and measuring potential differences. Arunning
asynchronous motor drive with single phase capacitor is used to adjust the running
slope. To increase or decrease the running slope can be achieved by controlling the
positive inversion of motor. The lift and drop motor is actually a two-phase motor,
which produces elliptical rotating magnetic potential in air gap of the motor when
it performs, dragging the rotor to rotate. Motor leads to red, white and black lead
wires. Wingdings can be switched by using electric relay. The capacity of the actual
selected relay is 250AC/3A and coil voltage is 12VDC.

4.2. Software system of electronic treadmill

µC/OS-II is a multitask real time kernel provided by Micrium which can be
applied in many microprocessors. Main features of it are: source code is open; it
can be transplanted, cured and cut; it has preemption and can manage 64 tasks at
most; function call of most µC/OS-II and function time of service are certain; ever
task has its stack space. The system provides many kinds of service such as signal
quantity, mutual exclusion semaphores, event flag group, message mailboxes and
message queue, which is stable and reliable and can be managed in interruption.

µC/OS-II can just read and write processor register through assembler language,
codes related with register hardware, thus, is written in assembler language. If
µC/OS-II is to be successfully transplanted, the compiler and register need to meet
some preconditions. The compiler is required to create reentrant code. Compiler
ADS is used in the development, which meets the requirement. Processor ARM9 is
adopted and requirements it meets are as follows [15].

1. The processor supports interruption and can produce timer interruption in the
frequency range of 10Hz–100Hz.

2. CPSR in the core of ARM processor and global interruption disable bit in the
register can mange the global interruption. Its state can be changed to enable
and disable interruption through the use of C language.

3. The processor supports data storage and hardware stack.

4. Assembler command stmfd in ARM processor can push all registers into the
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stack and command ldmfd makes all register pop from the stack.

5. Transplanting can be completed just by revising codes OS_CPU.H, OS_CPU_
A.S, OS_CPU_C.C [16] related with the processor.

The task is of three basic characteristics, namely, dynamic, independence and
concurrency. When tasks are assigned, comparisons are made among all feasible
assignment plans, from which the optimal plan is selected to achieve the expected
goal. The method of assigning tasks is as follow[16]: Functions relative with IO
device are set as independent tasks, which is a kind of device-relied task. For a
function, the assigned key or emergent functions should be realized respectively by
an independent task (or ISR) or independent higher priority task(or ISR), and the
rest of which can be completed by another task. The two tasks synchronize and
exchange information with each other by using the communication mechanism. The
emergent and key task should be considered as a emergent task. Data processing
function which costs much more time can be combined into a lower priority task.
Functions, which are closely connected, triggered by the same event, completed in a
certain order and has the same execute cycle, should be integrated into a task so as
to conglomerate functions and exempt event and time distribution mechanism and
synchronous relay communication.

As a graphic support system in embedded applications, µC/GUI [17] provides
GUI for all applications adopting LCD graphic display, has high efficiency and is
independent from the processor and LCD controller, which also simplifies the design
process of LCD and shortens production time. It can be compatible with single
or multiply tasks environment, special operating system or any RTOS with any
commercial nature, whose production type is source code of C language.

µC/GUI can be applied in S3C2440, but a series of configurations need to be
carried out on it before use. µC/GUI is transplanted to modify head documents
GUIConf.h, GUITouch Conf.h and LCDConf.h in the content of\Config and C doc-
uments GUI_X_u COS.candLCDWin.cin the content of GUI\LCDDriver.

5. Result analysis and discussion

5.1. Hardware debugging

Problems appearing in the process of hardware debugging are mainly from motor
driver chip LB11820M. Because of deficient knowledge about features of LB11820M,
the allowed voltage range of monitoring end LVS protecting low voltage is ignored.
The working voltage inserted in LVS end is less than 3.6V and as a result, the motor
halts when it is started for a while. After related analyses and investigations, the
problems is found out and settled down by changing voltage regulator tube in the
LVS end.
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5.2. Software debugging

After hardware debugging is accomplished, software debugging is to be carried
out. The most critical drivers are: driver of speed motor, lift and drop motor and
heart rate detection. Speed motor is the brushless DS motor, whose operating condi-
tion can be evaluated through its input driving waveform and input of correspondent
Hall senor. Driving module of lift and drop motor is tested. When control command
is signaled to control running slope from control board, the electric relay can cor-
rectly pull and disconnect operation according to operation demand. Two electrodes
of heart rate module are respectively held by hands and oscilloscope is connected to
the output end of TM998 in order to observe output pulse waveform.

5.3. Tests on performance of the complete motor

The system works at the speed of 1 km/h when it begins to operate. Step speed
regulation is tested at first at the increasing speed from 1 km/h to 20 km/h and later
decreasing speed back to 1 km/h. It can be observed that the speed of running belt
is changing with changing demands from main board. Speed direct shortcut is, in
the following, tested. Low, middle and fast speed shortcut is pressed in order and
another same test is carried out in a converse order. It is observed that the speed of
running belt is slowly changing to the set speed. Table 1 shows the record of tests
on the speed of treadmill.

Table 3. Record of speed test

Set speed
(km/h)

Sped of run-
ning belt (no-
load, km/h)

No-load
deviation

Speed of run-
ning belt (load,
100 kg, km/h)

Load deviation

1.0 0.99 −1.0% 0.95 −5.0%

3.0 2.88 −4.0% 2.90 −3.3%

6.0 5.78 −3.7% 5.73 −4.5%

9.0 8.65 −3.9% 8.51 −5.4%

12.0 11.48 −4.3% 11.39 −5.1%

15.0 14.33 −4.5% 14.24 −5.1%

18.0 17.28 −4.0% 17.16 −4.7%

20.0 19.19 −4.1% 19.06 −4.7%

From Table 1, it can be seen that when the performance index of the speed of
running belt meets no-load condition, the deviation is lower than 5% and when
meeting load condition, the deviation is lower than 10%. In the testing process, if
speed changes suddenly, the motor should be stopped and checked. From what are
tested, it is known that both hardware and software of the speed motor are correct.
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The range of slope regulation is 0◦−26◦ and uniform quantization is 0–13, namely
14 grades with 2 degrees in each grade. The slope can be adjusted in grades and
grades are 3, 6, 9 and 11. When the system is restarted, the running slope is always
set to grade 0. When the slope adjustment is tested in grades, it is adjusted from
grade 0 to 13 and back to grade 0. It can be seen that the slope changes according
to changing demands. When the test is made on slope shortcut, direct shortcuts are
pressed from the low to the high and in the converse order, and the running slope
is slowly changing to the set one. Test record of typical slope is shown in Table 2.

Table 2. Record of slope test

Grade Set slope (◦) Slope measurement (◦) Deviation

0 0 0 0%

3 6 5.9 −1.6%

6 12 11.7 −2.5%

9 18 17.4 −3.3%

11 22 21.5 −2.3%

13 26 25.6 −1.5%

The test on heart rate is conducted as heart rate monitor is the reference stan-
dard. Metal electrode is held by two hands, and heart rate display window in the
touch screen shows the current value of heart rate. When indication of heart rate
monitor is up to the value needing to be recorded, value displayed in the heart rate
display window of the touch screen is read.

Table 3. Record of heart rate test

Heart rate reading Show value Deviation

80 82 +2.5%

100 103 +3.0%

120 117 −2.5%

140 137 −2.1%

Table 3 indicates that the deviation of heart rate is less than 5%.

6. Conclusion

According to the current development situation of electronic treadmill combin-
ing with multi-disciplinary knowledge and technologies and the trend of digital in-
telligence, for the first time, µC/OS-II system is introduced in software system of
electronic treadmill control system, which is considered as a new attempt.It turns
out that, when the performance index of the speed of running belt meets no-load
condition, the deviation is lower than 5% and when meeting load condition, the
deviation is lower than 10%; the deviation of slope regulation is less than 5%. the
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deviation of heart rate is less than 5%. Control system of treadmill designed in the
study can meet everything what the design requires.
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Key technology simulation of
equipment anomaly detection based on

image processing

Baoying Li1, Jianguang Qi1

Abstract. With the deepening of automation of electric network management in our country,
more and more substations are equipped with video monitoring system and various alarm systems to
realize unattended operation. Therefore, the equipment images collected by the monitoring system
are processed, and the equipment anomaly is fast and accurately detected by the monitoring images
for early warning of potential hazards, which has an important practical value to the safe operation
of the power system. The related algorithms of the image processing are applied to the substation
electrical equipment image to analyze and study the characteristics of images when the electrical
equipment is abnormal and the related detection techniques and methods. At the same time, a
detection method of the power transformer oil leakage is proposed. We first use the difference
method on the sample images and monitoring images to get the abnormal region, and the noise of
it will be eliminated and it will be segmented. Then the H-S color histogram of the abnormal region
corresponding to the sample image and the monitoring image is extracted. The oil leakage condition
is detected by observing the change of the gray-brown part of the H-S color histogram. Through
experiments, we find that this method can more accurately detect the oil leakage anomalies of the
transformer.

Key words. Image processing, equipment anomaly, color histogram.

1. Introduction

The unattended operation of substation has become the trend of power system
development, and the electric power departments around the country have basically
realized the functions of "four remote" (remoter metering, remote signaling, remote
control and remote regulation). However, for the status of fire, the state of the dis-
connecting link, the oil leakage of the transformer and other equipment anomaly, the
monitoring of abnormal conditions is "four remote" cannot be achieved, therefore,
remote sensing system will emerge as the times require, it is necessary supplement
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China
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for the unattended substation. Due to the complexity and technical limitations of
the equipment anomaly detection process, traditional algorithms are often used to
detect the abnormalities of equipment, which often require a lot of manpower and
financial costs, and the collected image of the abnormal parts cannot be identified,
which cannot ensure the reliability of the results, and then a satisfactory test results
cannot be obtained.

Based on image processing, we present an equipment anomaly detection method.
The H-S color histogram is extracted by denoising and segmenting the abnormal
region of the sample image and the monitoring image. It is found that this method
can detect the oil leakage abnormality of the transformer more accurately and realize
the effective anomaly detection of the transformer equipment to ensure the accuracy
of the detection and meet the actual demand of the equipment anomaly detection
automation.

2. Summary

The application of image processing in the monitoring system is also called in-
telligent video surveillance. It uses image processing, computer vision and pattern
recognition, etc., in the case of almost no human intervention, to analyze the image
sequence by using the correlation method of the moving target detection in image
processing technology to extract the moving target, and then analyzes and predicts
to the behavior of the moving target in the images on the basis of following and
recognition [1]. Compared with the traditional monitoring system, the main advan-
tage of intelligent video surveillance system is lies in its "intelligence", simply, the
intelligent video surveillance system instead of the human eye in a sense. The com-
puter can help to complete a series of tasks through the analysis and judgment of
the collected images sequence to greatly reduce the burden on people, and improve
the recognition efficiency [2].

With the widely using of video technology and infrared imaging technology in
this area, the image processing technology in power system applications become in-
creasingly widespread. For the substation, the main content of video surveillance
includes the detection of moving objects, on-site smoke, flames, water, gas and other
unusual circumstances. In some research abroad proposed that two matching algo-
rithms are used to identify the casing of the power transformer, and the correlation
between the template image and the image to be matched is calculated to determine
the matching. In order to improve the speed of matching, two matching strategies
are proposed: one is rough, and the other is exact match, but this algorithm has
some limitations, the matching image and template image must be the same size
and the same direction, and it will fail when the image is zoomed or there is jitter
or rotation in the camera acquisition.

With the higher degree of the scale and automation of modern industrial produc-
tion, the requirements of equipment anomaly detection technology are ever higher.
In the production process, the equipment failure will cause unpredictable hazards,
thereby affecting production efficiency. Therefore, in-depth exploration of equipment
anomaly detection has become a hot research topic in this field [3]. At present, the
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traditional method of equipment anomaly detection mainly includes optimization
method based on machine learning [4]. Because the effectively improvement of the
key technology of the equipment anomaly detection system can improve the detec-
tion rate of the equipment, reduce the detection time-consuming and avoid the harm
caused by the fault to the production. Therefore, it has been paid close attention
by relevant experts and scholars, and has very broad development potential [5].

3. Methods

In the unattended substation, power transformers as a common and major equip-
ment, its operating conditions must be monitored timely. When abnormal conditions
happen, the corresponding alarm should be given. The accuracy of the method that
detect the transformer will have abnormal conditions by detecting the composition
of the gas should be improved. When the gas composition changes, it does not nec-
essarily indicate the occurrence of oil spills; and the method of detecting oil droplets
in the water method is not applicable to the detection of oil leakage of power trans-
former. Taking into account the color of the power transformer oil is generally taupe,
you can observe the abnormal characteristics of the oil leakage from the perspective
of the image, and the abnormal area of the gray level will appear in the surface of
the transformer compared with the normal condition, and the color of the abnormal
area is taupe, and the shape of the abnormal region is different with the different
parts of the oil spill. So the abnormal of the transformer only can be detected by
extracting the color characteristics of abnormal areas. Based on this idea, a color
histogram-based transformer oil leakage detection method is proposed. Firstly, the
abnormal region is detected, and the abnormal region is denoised. Then, the color
histogram of the abnormal region of two images is compared. When the taupe part
has large changes, the transformer has oil spill.

RGB color space is a cube, and the origin corresponds to black, the vertex farthest
away from the origin corresponds to the white. In this model, the gray-scale values
from black to white are distributed over the line connecting the origin to the vertices
furthest from the origin. The rest of the points in the cube correspond to different
colors, and can be represented by vectors from the origin to the point. So each color
can be represented by a point in colorized cube in RGB space.

HSV color space is a color space based on human visual characteristics. Param-
eter H represents color information, that is, the location of the spectral color, the
parameter is expressed as an angle, red, green and blue are separated by 1200, the
difference of the complementary colors respectively is 1800. Purity S is a propor-
tional value, ranging from 0 to 1, and it represent the ratio between the purity of
the selected color and the maximum purity of the color, when S = 0, there is only
gray. Symbol V represents the bright degree of the colors, ranging from 0 to 1. It is
not directly related to light intensity. Unlike the RGB color space, the coordinate
system of the HSV color space is a cylindrical coordinate system, but is generally
represented by a hexcone. HSV color model is a uniform color space, using a lin-
ear scale, and the distance of the color perception is proportion to the Euclidean
distance of HSV color model coordinates. The R, G and B values (in the interval
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[0,255]) at any point in the RGB space can be converted to the HSV space to obtain
the corresponding values of H, S and V, and the conversion formula is as follows:

H =


arccos

{
(R−G)+(R+B)

2
√

(R−G)2+(R−B)(G−B)

}
B ≤ G

2π − arccos

{
(R−G)+(R+B)

2
√

(R−G)2+(R−B)(G−B)

}
BG

 , (1)

S =
max(R,G,B)−min(R,G,B)

max(R,G,B)
, (2)

V =
max(R,G,B)

255
. (3)

The global summed histogram is based on the color value as the abscissa and
the frequency of the color accumulation as the ordinate. Therefore, the accumulated
histogram H of the image is defined as:

H =
{
h[c1], h[ck], . . . , h[ck] | 0 ≤ h[ck] ≤ 1

}
. (4)

where h[ck] =
∑

ci≤ck
h(ci) represents the cumulative frequency of pixels in ci to

ck colors, and n denotes the number of quantized colors. In the global cumulative
histogram, the adjacent colors are relevant on the frequency.

In the process of converting the RGB color space to the HSV color space, H, S,
and V are usually quantized with non-equally spaced, and the hue H, saturation S,
and luminance V are divided into eight, three and three, respectively. In the later
experiment, we find that the effect of quantization detection is not very good. So,
we divide the H space quantization into 16 parts, the saturation S is divided into 4
parts, and the brightness V is divided into 4 parts. Since the hue and color saturation
components are closely connected to the way the human perceives the color, only the
intuitive color needs to be considered here, the luminance information is temporarily
ignored, and only the H component and the S component are taken into account.
Since the H component has 16 equal parts, and the S component has 4 equal parts,
so the combination of them is 64 kinds. The characteristics of its color is summed
up and converted to the RGB model and observed with the naked eye, we can find
that the color of the brown part of the color is in the seventh group, but in fact,
because the degree of oil spill is different, the color will appear a certain deviation,
so the scope of consideration is extended, and the gray-brown of the 7–14 groups is
similar, their information are also considered and tested. So the follow-up detection
can detect the color histogram information changes of 7–14 groups to determine the
oil leakage anomalies of the transformer. Figure 1 is flow chart of the transformer
oil leakage detection based on the color histogram.

The specific algorithm is as follows:

1. The sample image and the monitoring image are grayed separately to obtain
the difference image.

2. Abnormal areas will be detected and the small particles noise is removed by
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morphological open operation.

3. The sample image and the monitoring image will be converted into the HSV
space, and the H-S color histogram of each abnormal area detected by (2) will
be done.

4. The change of the number of the pixels in the 7–14 groups which belongs to
taupe in the HS color histogram is determined. When the difference value of
the data of the monitoring image and the sample image will be a certain value
(it is 75 in this paper), it can be considered as abnormal oil leakage anomalies
in abnormal area.

Fig. 1. Transformer oil leakage detection flow chart

4. Results

Three groups of 420× 420 pixels of the picture are used to simulate in MATLAB
8.5 environment to verify the effectiveness and correctness of the algorithm, in which
the oil pillow part of the transformer occurred abnormal oil leakage in pictures of two
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Fig. 2. Number of pixel changes in 7–14 group

groups. The detection results of oil leakage occurred in the transformer oil pillow
part are as follows

From Fig. 2, we can see that the pixels of HS color histogram of the 7th and
12th group change greatly. As the specific situation of transformer oil leakage is
uncertain, so the group where the taupe of the HS color histogram is located should
be expanded. The color of the group 7 in Table 1 is similar to the color of the oil
leakage zone. There are negatives in 12th groups, and the reason for this is that the
data of the color in the 12th group in the sample image are more, and the color of
the 7th group in the monitoring image after the oil leakage covers it.

Table 1. The number of pixels in groups 7 to 14

Group Monitoring images Sample images Change numbers

7 912 204 708
8 0 0 0
9 0 0 0
10 0 0 0
11 0 0 0
12 853 1754 -901
13 0 0 0
14 0 0 0

5. Discussion

From the above experimental results, we can see that this method can detect the
transformer oil leakage anomalies more accurately. From Table 1, we can find that
the number of pixel changes have negative in the color group where the brown color
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is located. This is because the colors before and after the oil spill are likely to be
close to each other. A certain group or several groups of pixels will inevitably cause
reduction of pixels of other groups. Only the change of the group whose number of
pixels is positive is detected here, and the detection result is not affected.

The disadvantage of this method is that when the detection interval is too long,
the detection image relative to the rust of the sample image transformer part may
fail, and the corresponding alarm is given here when the processing results of the
transformer monitoring image of the unattended substation meet the above condi-
tions. The staff needs to do further determine for this anomaly and the extent of
the oil leakage.

6. Conclusion

We firstly denoise and segment the sample image and the monitoring image.
The original image is transformed from the RGB space to the HSV space based on
the visual feature, and then the corresponding HS color histogram of the anomaly
area of the sample image and the monitoring image is extracted. The oil leakage
abnormality of the transformer is detected by observing the change of the gray-
brown part of the HS color histogram. It is found through the experiment that this
method can detect the oil leakage abnormality of the transformer more accurately.
We proposed a new HS color histogram-based anomaly detection method for oil
leakage in power transformers. It is found that this method can detect the abnormal
oil leakage of transformer effectively and realize the effective anomaly detection of
transformer equipment to ensure the accuracy of detection. At the same time, it
meets the actual needs of equipment anomaly detection automation.
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Underwater robots detection based on
image segmentation1

Jisong Bai2, Longjie Pang2, Qiang Zhang2

Abstract. The segmentation and detection technology of underwater image under the con-
dition of lighting environment is analyzed. Firstly, the basic process of image segmentation based
on grey scale is proposed. Secondly, on the basis of the traditional grey processing and Hough
transform circle detection method, we propose improvements of the image segmentation method
based on improved grey processing, multi-threshold segmentation method based on sliding window,
and traditional point Hough transform circle detection method. Finally, the methods proposed in
the paper are tested according to contrast experiments under uniform light and uneven illumina-
tion and also contrast experiments of circle detection method before and after improvement. In
the contrast experiment under uniform illumination, the segmentation results based on the grey
method indicate that indexes FOM (Figure of merit), UM (Uniformity measure) and GC (Gray-
level contrast) are higher than those of the image segmentation results after grey processing of
(National Television System Committee) method. In the contrast experiment under uneven illu-
mination, multi-threshold segmentation of sliding window method can reduce the error caused by
the similar grey values and refine the difference among the grey values around the target area. In
the contrast experiments of circle detection method before and after improvement, the improved
method can completely eliminate image edge distortion. Compared with the traditional technology,
the improved method is more effective in underwater light image detection.

Key words. Image segmentation, target location, underwater robot, illumination image.

1. Introduction

Accounting for nearly 3/4 of the earth’s area, the ocean is rich in biological
resources, mineral resources and so on, thus it is a very important resource treasure
for human beings [1–2]. For China, which is not rich in per capita resources, the
development of marine resources is of special significance [3]. As the important tool
for ocean development, the underwater robot has become increasingly important in
recent years’ study. The main task of underwater robot is to get various kinds of

1The authors acknowledge the National Natural Science Foundation of China (Grant: 51578109)
and the National Natural Science Foundation of China (Grant: 51121005).

2Science and Technology on Underwater Vehicle Laboratory, Harbin Engineering University,
Heilongjiang, 150001, China
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information in the underwater environment. Moreover, getting excellent shot of the
target information is essential to make the corresponding operating decision [4–5].
For the target detection system of underwater robot, it can accurately and quickly
separate the object from the image sequence and extract the target information,
which is the premise of the target location and target tracking [6]. Therefore, in
this paper, the underwater robot acquisition image research is mainly including two
aspects as underwater light image segmentation and target circle detection.

Researches on the image segmentation technology and underwater robot target
detection technology are not uncommon at home and abroad. Image segmentation is
a basic machine vision technology, which is the research foundation of the target de-
tection technology. The study of underwater image segmentation methods by many
scholars at home and abroad are mainly focused on the research and improvement
of the following methods: adaptive threshold method, segmentation method based
on edge detection, region growing method, watershed method and method based
on Fuzzy Theory [7–9]. Usually, there are taken overall consideration of the com-
putation and segmentation of the above five methods, developed the improvement
method of the grey progressing based on minimum calculating volume of adaptive
threshold method to increase the grey level difference between target area and back-
ground area in the image, and then obtained the final image segmentation results
by using the method of double spike threshold segmentation. In order to detect
man-made objects in underwater video images, a lot of researches have been done
in recent years: Kamal et al. [10] proposed target extraction algorithm taking use
of the invariant features and Barat et al. [11] used the visual attention mechanism
to form a saliency map for obtaining the possible target area.

Owing to the existence of suspended matter, scattered refraction and absorption
effect of aqueous medium on light, the underwater illumination image is often shown
as low contrast value and low signal-to-noise ratio, with partial color distortion of
the image and other features. When underwater robot is doing image acquisition,
the illumination conditions are different. So, this paper will study the image segmen-
tation method in two conditions as uniform illumination and uneven illumination.
Under uniform illumination, the image segmentation based on the adaptive threshold
method of the NSTC method has problems as adhesion of target and background,
emerging more interference area, etc. To solve these problems, this paper proposes
a new method of underwater image segmentation based on the improved image grey
progressing. In the condition of uneven illumination, the global adaptive threshold
method for image segmentation will cause incomplete segmentation of the object
and other problems [12]. A method of multi-threshold segmentation based on slid-
ing window is proposed in this paper to solve the problems. Meanwhile, due to the
local distortion of the image edge in the image segmentation results, the precision of
the circle detection is low, which will further affect the precision of the final target
location. In order to improve the accuracy of circle detection, this paper improves
the traditional point Hough transform circle detection method to eliminate irregular
edge lines, which can reduce the effect of irregular edge segment of circle detection
results. Finally, this paper lists the results of a contrast experiment among the
proposed three methods and verifies the validity of the three methods.
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2. Methodology

2.1. Underwater image segmentation based on the improved
image grey progressing

The flow diagram of the proposing method of underwater image segmentation
based on the improved image grey progressing is shown in Fig. 1.

Fig. 1. Flow diagram of image segmentation based on image grey progressing

In this paper, the particular steps are changing the grey weight value of R, G, B
to increase the difference of grey level between target and background, then doing
threshold value segmentation to the grey image by using the classical double spike
method and getting the final image segmentation results. The specific implementa-
tion steps are like this: Classification of object and background→ image information
statistics → three channel weight adjustment. The following understanding can be
done from these three steps. Classification of target and background: The under-
water light image is converted into the HSI (Hue, Saturation, Intensity) model [13].
Firstly, in the HSI model, the H and I channel information are quantized, respec-
tively, to the range of [0,225]. Then, the classical Otsu threshold method is used
to roughly classify the target and background of the pseudo grey level image of the
H and I channels respectively. Image information statistics: Do image information
statistics [14] of underwater light image in RGB model to get the grey average and
standard deviation of all the pixels in the target area of the R, G, B three chan-
nels and background area. Weight adjustment of the three channels: Set the grey
level differential measure threshold as Tmax and Tmin. Then compare the difference
between the average value of the target area and the background area in the three
channels to Tmax and Tmin, respectively. Combine the concentration degree of grey
value in the region reflected by the standard deviation and change the values of r,
g, and b

Y = [r g b] [RGB]
T (1)

so as to meet the formula of r+ g+ b = 1. Determined from experiment, Tmax is set
as 120 and Tmin is set as 50.
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On the basis of the traditional method, this paper proposes a multi-threshold
image segmentation method based on sliding window. Compared with the former
method, the improved method can only handle the pixels of target area within the
scope of the processing, greatly reducing the scope of the image processing needs
handling, which can save the processing time to a great extent, specific steps are as
follows:

Firstly, determine the range of the target area and set up the sliding window.
The target area is the classification result of the target and background in H channel,
which is shown as O(iH,jH) hereinafter. Gradually expand the scope of the target
area on the basis of O(iH,jH), which ensures the relative integrity of the segmentation
results. According to the camera imaging model, the calculation formula of the sum
of the number of pixels in the image under different distances is obtained on the
basis of the size of the sphere object:

A = π

(
f · r
ZC · k

)2

. (2)

In the formula, r represents the real radius of the object, f expresses the camera
focus and k is the scale factor of camera. The parameters f and k can be acquired
by camera calibration; ZC indicates the distance of camera and the object, and as
the distance can be changed, it is the critical factor affecting the value of A. A large
number of experiments show that the light condition in the process of imaging is
relatively uniform when the distance ZC between the camera and target is greater
than or equal to one meter, the light condition in the process of imaging is more
uniform.

According to whether the illumination is uniform, the threshold value segmen-
tation of double spike method and the multi-threshold segmentation method based
on sliding window are respectively used for image segmentation, getting the final
segmentation results.

2.2. Research on circle detection method of underwater
sphere target

Hough transform is a widely used circle detection method at present, which can
make use of the target area that is composed of the target edge pixels, or detect the
object with known shape in the image [15]. The classical thought of Hough transform
is that it implements image segmentation, edge detection and other operations to
the underwater original image, forming a closed curve that is similar to the circle
by connecting the edge pixels of the target. A set of points on the circumference in
the image space forms a set {(xi, yi) , i = 1, 2, 3, · · · , n} that is transformed to the
parameter space (a, b, r) according to the formula

(x− a)
2

+ (y − b)2 = r2 . (3)

It is known from the above formula that the equation can be represented as
a three-dimensional cone in the spatial coordinate system, and the corresponding
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relationship between the image space and parameter space is that an arbitrary point
(xi, yi) on the circumference in the image space corresponds to a three-dimensional
cone in the parameter space (a, b, r), forming a conical surface cluster.

2.3. Improvement of circle detection method

In this paper, the traditional Hough transform circle detection method has been
improved. Firstly, segment the edge of the target. As shown in Fig. 2 below, the
edge of the image is segmented to prepare for the next step firstly. In Fig. 2, taking
the point O (which can be any point) in the target area as the benchmark, the target
edge angle is divided into 16 sections. Picking point O as the center point of the
target edge, the formula mode of the coordinate value in the image is{

x̄ = 1
Ar

∑
x,

ȳ = 1
Ar

∑
y.

(4)

In the formula, Ar represents the number of all pixels on the edge of target, and
x, y are the coordinate value of the target edge pixels in the image.

Fig. 2. Fragment diagram of the target edge

Secondly, judgment of sectional edge: judge each section of the edge to achieve
the purpose of distinguishing the deformation edge and the edge area that meeting
the requirements of the circle detection. Thus reduce the influence of the deformation
edge on the accuracy of circle detection [16]. The specific steps are as follows.

Start from the pixel at the bottom left corner, the initial position of the line
segment the pixel belongs to is determined, scanning the line segment point by
point. In this paper, the circle fitting method is used to judge whether the cur-
rent edge meets the circle detection requirements. Set the coordinate values as
{{xi, yi} , i = 1, 2, 3, · · · , n} of the pixel points on the edge of any segment. Con-
ducting circle fitting to the pixel points on the same edge, that is, evaluating the
center point (xO, yO) and the radius R corresponding to these points to minimize



174 JISONG BAI, LONGJIE PANG, QIANG ZHANG

the objective target functional formula

F =

n∑
i=0

(
(xi − xO)

2
+ (yi − yO)

2 −R2
)2

. (5)

Calculating the partial derivative of F with respect to xO, yO and R separately
and solving the following equations we obtain

xO =
A2C2 −B2C1

A1B2 −A2
2

, yO =
A2C1 −A1C2

A1B2 −A2
2

, (6)

R2 =
1

n

n∑
i=0

(
(xi − xO)

2
+ (yi − yO)

2
)
. (7)

Here, A1 and A2 are the minimal and maximal distances between the pixel and
target point, B1 and B2 are the minimal and maximal regional areas, and C1 and
C2 are the average tray-level of background and target regions.

In the same way, the center point (xO, yO) and radius R of the circle correspond-
ing to the sixteen line segments can be obtained, respectively.

To determine whether the current edge meets the requirements of the arc seg-
ment, that is, if the conditions of R < Rmax, and F < RT (the set threshold) are met,
the current edge is acceptable, otherwise, the edge is not acceptable. After scan-
ning the sixteen edges, cluster all the parameters of the arc section that meets the
requirements, and then conduct Hough transform circle detection to the clustered
image pixel point, finally get the target circle detection results.

3. Result analysis and discussion

3.1. Contrast experiment underuniform illumination

Employing the underwater color camera OUTLAND UWC325, the size of the
acquisition image was 352×288, and the experiment was carried out in 4m×3m×2m
water tank. In the experiment, the sphere object was suspended at 1m from the
water surface, and the same conditions were set in the following experiments. When
the image is collected, open the two underwater lamps that have equal distance to the
camera, to ensure adequate and uniform illumination. Figure 3 shows the contrast
experiment results of red image segmentation. Diagram (a) represents the original
light image, and diagrams (b) and (c) respectively show the grey results by using
NTSC method and corresponding threshold segmentation results of double spike
method, and diagrams (d) and (e) express the grey results by using the improved
grey method and the corresponding threshold segmentation results of double spike
method.

As can be seen from the diagrams, there are adhesions and distractors on the
red sphere in the background after the threshold segmentation of the grey image by
using NTSC method, and the edge of the sphere is rough. The diagram (e) shows
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Fig. 3. Segmentation results of double spike method: a–original image of the red
sphere in light, b–TNSC method, c–segmentation results of double spike method,

d–improved grey progressing, e–segmentation results of double spike method
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that the image contrast is enhanced, and the red sphere is completely segmented
after threshold segmentation. What is more, the edge of the sphere is smooth, and
the noise point is significantly reduced comparing to that of the diagram (c). At the
same time, this paper uses segmentation evaluation indexes of FOM, UM and GC
on the diagrams (c) and (e), and the performance evaluation results are shown in
Table 1.

Table 1. The values of f ′′(0) for various values of β

Evaluation criterion

Grey progressing method FOM UM GC

NTSC method 0.0380 0.4738 0.1521

Method of improving the im-
age grey progressing

0.1062 0.8643 0.7172

Analyzing the data in Table 1, the segmentation results show that three indicators
FOM, UM and GC were significantly improved on the basis of the improved grey
progressing method, illustrating that the improved grey progressing method is more
suitable for underwater red light image segmentation than NSTC method.

3.2. Contrast experiment under uneven illumination

Turn to one of the two underwater lights with the same path to the camera. When
collecting the image, move the support of the mobile camera and the underwater
lamp to ensure that the illumination is not uniform. Taking the red sphere image
as an example, Fig. 4 shows contrast experiments of red sphere segmentation under
uneven illumination

As can be seen from the diagrams (b)–(d), the difference between the target and
the background grey level of the improved grey progressing is larger than that of
the NTSC method. Because of uneven illumination, the grey level of the red sphere
region (target area) is close to that of the surrounding pixels, and it fails to segment
by using double spike method. In the diagram (e), the target area of the image is
processed by sliding window, reducing the segmentation error caused by the similar
grey values, and the difference between the grey values around the target area can
be obviously refined to segment the object. All of these indicate the effectiveness of
the multi-threshold image segmentation method based on sliding window.

3.3. Contrast experiments of circle detection methodbefore
and after improvement

In the experiment, the binary image after edge detection is processed, respec-
tively, by the traditional point Hough transform and the improved method in this
paper. The results of the experiment are depicted in Fig. 5.

In Fig. 5, there is partial deformation on the edge of the sphere in the diagram
(a). As can be seen in the diagram (b), after the process of the traditional point
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Fig. 4. Contrast experiment results of red sphere segmentation under uneven
illumination: a–original image of the red sphere in underwater light, b–TNSC
method, c–improved grey progressing, d–segmentation results of double spike
method, e–results of multi-threshold segmentation based on sliding window



178 JISONG BAI, LONGJIE PANG, QIANG ZHANG

Fig. 5. Contrast experiment results of circle detection: a–partial deformation on
the edge of the object , b–traditional point Hough transform , c–Improved method

of circle detection

Hough transform circle detection, the results of the circle detection have obvious
difference with the true value in the Y direction because of the irregular edge of the
upper part of the sphere.

4. Conclusion

In this paper, it is studied the detection technology of underwater robot based on
image segmentation. By improving the traditional technology, it is proposed that
image segmentation method based on the improved grey progressing and multi-
threshold segmentation method uses the sliding window. The traditional Hough
transform circle detection method, and also three improvements of the feasibility
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and effectiveness of the method are verified by experiments. Finally, the following
conclusions are drawn:

As to the problems of the threshold segmentation method based on the NTSC
method, this paper proposed and verified an underwater image segmentation method
on the basis of improving the grey progressing. The experimental results show that
there is less interference and noise in the improved segmentation results, and the
three evaluation indexes FOM, UM, GC have a certain degree of improvement. In
the uneven illumination conditions in the water, this paper proposes multi-threshold
image segmentation method based on sliding window, which is obvious for the exist-
ing problems such as incomplete target separation in the image segmentation results.
And the experimental results show that the multi-threshold segmentation of sliding
window method can effectively separate out the object. There are partial deforma-
tions of the target sphere image edge and other problems in image segmentation
results, the traditional Hough transform circle detection method is improved and
tested to solve the referring problems. Similarly, the underwater experiment results
also show that the improved circle detection results has better accuracy than that
of the tradition point Hough transform circle detection results. The experimental
results show that the improved technology in this paper can make the work of under-
water robots more smoothly, and provide convenience for the exploration of marine
resources.

However, due to the limited time, the paper takes merely consideration of the
conditions under uniform illumination and uneven illumination, which is not suffi-
cient for the actual underwater working. And the experiment is too single, without
taking into account the image color of this piece of content. Therefore, it is rec-
ommended that the light source structure can be taken as a breakthrough point,
focusing on the process of the robot gradually closing to the target, and changing
the color of the target, which makes the experiment more rigorous.
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Home control system design based on
internet of things1

Honglian Wang2, Hu Chen3, Wei He2

Abstract. In order to realize the remote management and wireless transmission function of
the intelligent home system, Samsung’s S3C2440 chip and the related peripheral devices are used
to form a home gateway control platform of the entire system and home internal control network is
designed based on ZigBee wireless network technology. The Texas Instruments CC2530 chip is used
to achieve the functions of the coordinator node and the end node in the family internal control
network. Finally, the experiment testing verifies that this system is feasible.

Key words. Home control system, Internet of things, ZigBee.

1. Introduction

With the rapid socio-economic development and Internet technology, control
technology, information and communication technology and other advances in tech-
nology, and the sustained improvement of people’s living standards, the relationship
between people’s daily life and information is becoming closer [1, 2]. How to make
people have a safe, comfortable, energy-saving and convenient home environment has
become the development trend of future household life, hence smart home control
system came into being [3]. Smart home control system is based on the residential
district as a platform environment, combined with computer technology, automatic
technology, embedded software and hardware technology, wireless communication
technology at an organic whole [4]. Achieve the goal of in close or remote control
home appliance equipment and real-time monitoring the status of home appliance
by users.

Based on the analysis of the shortcomings and development process of domes-

1This work is supported by 2014 provincial quality engineering projects, the project name is
automation comprehensive reform pilot and project number is 2014zy074. It is also supported by
universities national quality engineering projects in Anhui province and the project name is new
fire extinguishing car based on STC12 single chip microcomputer.

2Chongqing Electric Power College, Chongqing, 400053, China
3Chongqing Rail Transit Corporation (Group) CO., LTD, Chongqing, 400042, China
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tic and foreign smart home control system, an ARM9 processor-based smart home
control system is proposed in this work [5, 6]. It has changed the characteristics
of traditional smart home control system of writing difficulties, poor mobility, high
cost of design system complexity and inhuman.

This system uses S3C2440 microprocessor chip as the family gateway controller
module and family internal control network module adopts ZigBee as a communi-
cation module [7–9]. The system hardware circuit design mainly follows three basic
principles. The first is to try to use the typical application circuit to avoid unnec-
essary mistakes happening. The second is that it can be used for simulating the
operation of the system and is convenient for system development and debugging.
The third point is the reserved corresponding expansion interface, providing the
needed for future expansion.

2. Hardware design

For the design requirements of family gateway in this paper, some corresponding
peripheral devices have been designed, including the power module, the module reset
button, touch screen module, LED display module, alarm module, storage circuit
module, communication interface module, etc. Power supply is the core part of the
whole system, which is related to the normal operation of the whole system. The
design of power circuit in the system mainly considers the following two aspects. In
order to improve the stability of the whole system,power filter circuit and voltage
stabilizing circuit are designed in the power supply module. Power circuit is shown
in Fig. 1. In this design, in order to ensure the circuit in the system stable and
reliable and monitor the power supply voltage and carry out reset operation, we
select MAX811S reset chip having the relatively high cost performance specially
used for system monitoring. As long as the system’s power value is less than the
threshold of system reset, the chip will immediately reset the system.

Nand Flash contains a number of bytes in one page and one storage block is
made up of several pages. One Nand storage block size ranges from 8 to 32 kB.
The biggest advantages of this structure is that the capacity can be extended and
now capacity of more than 512MB Nand Flash products are quite common. Owing
to the high density of Nand Flash unit, the cost is low, erasing speed is fast and
is commonly used to store the large capacity data. Of course, it can also be used
to run the program. Nand Flash devices are prone to bad block and is a random
distribution. Once occurs, it will not be able to be repaired. So when it is used,
an initialized medium scan should be carried out to find bad block and mark it as
unavailable. Nand Flash circuit is shown in Fig. 2.

WM8731 is a kind of audio codec module with integrated headset drive produced
by Wolfson. The voice prompt module circuit’s ADC and DAC is 24 bit, the chip
price is low, it has good quality, low power consumption and internal integrated
optional ADC high-pass filter, which can directly provide 50mW output power for
16- ohm load. S3C2440 IIS interface support left alignment mode and IIS mode,
at the same time, it has the IIC bus interface and greater flexibility when being
programmed. The chip also integrates the headphone amplifier to direct drive head-
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Fig. 1. Power circuit

Fig. 2. Nand flash circuit
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phones, so as to omit the headphone amplifier circuit. S3C2440 IIS coding system
clock output is selected as clock in order to obtain more accurate clock. Subsequent
circuit adopts TDA2822M as power amplifier chip to drive the speakers.

This family internal control network adopts the ZigBee wireless technology sup-
ported by the star network topology structure, mainly involving the two logical
device types of ZigBee coordinator node and end node in the network. Coordina-
tor achieves data transmission to the home gateway through RS232 serial interface,
which is mainly responsible for the wireless control network within the family and
searches the effective channel and terminal nodes to complete data forwarding func-
tion. Terminal node is mainly responsible for receiving command from the coordina-
tor, which realizes the control of temperature sensors and household appliances and
feedbacks the corresponding information to the coordinator node and then transmits
the information to the home gateway through the coordinator node.

CC2530 chip uses a new generation of SOC system of 2.4GHz and also combines
TI company’s gold unit ZigBee protocol and Remo TI, which can support the IEEE
802.15.4 standard. So we can build a more powerful network at low cost. CC2530
integrates a more perfect RF transceiver in sensitivity and anti-jamming, and stan-
dard enhanced 8051 microprocessors. In order to shorten the development cycle for
developers, we also can use a good network protocol stack of TI company to simplify
their own product development. Temperature control circuit is shown in Fig. 3. This
circuit is connected to CC2530.

Fig. 3. Temperature control circuit

3. Workflow of Z-stack

The whole process of Z-stack is roughly divided into system and driver initial-
ization, OSAL initialization and starting and entering task round. The focus of the
system design is to carry out the ZigBee node related hardware initialized. The
hardware initialization needs necessary configuration in Z-Stack protocol. The Z-
Stack protocol can realize flexible, stable and energy efficient ZigBee wireless self-
organizing network. In the application layer, it adds specific events and writes the
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corresponding event handlers, in order to achieve specific functions. As the coordi-
nator, routers and terminal node hardware design, it has different function in the
ZigBee network. In the software design, there are the three kinds of nodes.

The implementation process of smart home application system based on ZigBee
wireless network is as follows.

1. The coordinator system is initialized to set up the ZigBee wireless network.

2. Routers and terminal node system are initialized to join the established net-
work and send the corresponding node number and web address information
to the coordinator. Terminal node initializes the relevant sensors at the same
time, the router waits for forwarding information and terminal nodes wait for
control information.

3. As the coordinators set up the network successfully, after terminal nodes or
routers joining the established ZigBee network, the coordinator will save the
address of node in the address table.

4. Terminal node collects report on trigger events, reads sensor information and
sends it to the coordinator.

5. Coordinator receives information and sends the upper machine via a serial
port. Upper machine receives serial data, analyzes data and displays it on the
interface.

6. Triggering the corresponding control information, and the control information
is sent to the coordinator through the PC serial port.

7. The coordinator serial port receives information to produce a serial port inter-
rupt, parses serial data and control information is sent to the corresponding
terminal nodes.

8. Terminal nodes receive control information, parse and control curtain, light
switches or opening and closing operation of sensors of the control nodes, etc.

9. Remote node is initialized and lights and appliances as well as curtain switches
are controlled through remote control.

In the node initialization, the hardware initialization and the initialization of
OSAL task is important. In the task initialization, we mainly consider ZDApp ini-
tialization in ZDO layer and initialization of the application layer. If we do not define
HOLD_AUTO_START compiler options, in ZDApp task initialization, function
ZDOInitDevice() is called to initialize the network. When HOLD_AUTO_START
compiler, option is undefined, the equipment general startup process is shown in
Fig. 4. If HOLD_AUTO_START compiler option is defined, in ZDApp task ini-
tialization, network is not initialized. After the application layer task initialization,
initialization of network is completed in the event of tasks. When the compiler op-
tion HOLD_AUTO_START is defined, equipment general startup process is car-
ried out. Due to different configuration files, equipment ZDO_StartDevice() ini-
tialization step is different. ZDO_StartDevice() starts the equipment according to
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the different equipment types. In ZDO_StartDevice(), the coordinator carries out
devState=DEV_COORD_STARTING to set equipment’s status as the coordina-
tor starting and call the NLME_NetworkFormationRequest() to form network. In
ZDO_StartDevice(), the router executes devState=DEV_NWK_DISC to set the
status of equipment as finding network status and then calls NLME_NetworkDisco-
veryRequest () in the network layer to discovery network. It also performs NLME_-
StartRouterRequest() to start the routing function, eventually it joins the network
established by the coordinator.

Fig. 4. Equipment general startup process when HOLD_AUTO_START is not
defined

In ZDO_StartDevice(), terminal equipment executes devState = DEV_NWK_-
DISC to set the status as finding network status of equipment, and then call NLME_-
NetworkDiscoveryRequest() to discover network and join the network built up by
coordinator eventually. If it does not join in the network successfully, a certain delay
time is set and then reset the network initialization event ZDO_NETWORK_INIT
to initialize the network.

4. System performance testing

Overall system performance testing is to test household system comprehensively.
We mainly test o network stability, and power consumption. The chip itself has low
power consumption, and the protocol stack can set terminal node in power saving
mode. In power saving mode, when the terminal node will not send and receive
data, it is in the sleep mode.Sleep mode has low power consumption, which almost
can be ignored. Taking standby time as measurement of power consumption is not
better. So we test power consumption when node is working. The node sends data
continuously in the experiment. Two 1300mAh rechargeable batteries can make
the node keep sending data about 2600 to 3400 times or so. Because the battery
charging has difference, average values of the sixty times measured results are shown
in Table 1. The node does not send data most of the time, and we can ignore its
low power consumption in the sleep mode. If data sending times is 20, battery life
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of the node can reach about 150 days.

Table 1. Times of node sending data

Testing node node 1 node 2 node 3 node 4 node 5

Times of sending data 3400 2850 2650 2600 2650

In the laboratory environment, tested ZigBee network includes a coordinator, two
routers and five terminal nodes. It can keep connection with coordinator for 8 days.
In 14 days, a terminal node disconnects the connection with the coordinator, but
later it can access the network successfully. After four weeks of continuous testing,
coordinator and routers basically are stable. Only the terminal nodes had a few
broken accidents due to interference, but it basically can be recovered soon. After
testing, it proves that this system has stable performance.

5. Conclusion

On the basis of the existing smart home system, we put forward a kind of home
control system based on S3C2440 processor and ZigBee wireless technology. The
design achieves the co-ordinate management of smart home system through a unified
wireless protocol and the different control protocol. The structure is mainly four
parts composed of family gateway, terminal controlled equipment, family internal
control network and external communication network.
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Research on time optimal trajectory
planning of 7-DOF manipulator based

on genetic algorithm

Jianrong Bu1, Junyan Xu1

Abstract. Trajectory planning is the basis of robot control. A robot with seven degrees of
freedom is the object of study. The shortest time is taken as the trajectory optimization target. The
joint trajectory planning is carried out by using B-spline curve. Under the constraint of kinematics
parameters, the time optimization of the motion trajectory is realized by using the improved genetic
algorithm. The results show that the total time of manipulator is reduced obviously, and the motion
trajectory of each robot joint is continuous after optimization, which verifies the effectiveness and
practicability of the algorithm.

Key words. 7-DOF, genetic algorithm, time optimization, trajectory planning.

1. Introduction

Trajectory planning is the movement trajectory of the robot in the process of
movement, that is, the curve of the movement of the displacement, velocity, acceler-
ation of the joints changing with time. The trajectory planning of robot is the basis
of robot control and represents the research hotspot in the field of robotics in recent
years. There are many performance indexes of trajectory planning, including time
optimal trajectory planning, energy optimal trajectory planning, impact optimal
trajectory planning and mixture optimal trajectory planning. Among them, time
optimal trajectory planning is of great significance to improve the working efficiency
of robots, and has been the focus of robot trajectory planning research.

The time optimal trajectory planning problem belongs to the nonlinear dynamic
optimization problem. Its constraint conditions are generally nonlinear, the calcu-
lation process is complicated and the computation time is very long. For solving
optimization of such problem, intelligent optimization algorithm are developed. The
genetic algorithm has a good global searching ability and the advantage of inherent
parallelism, so it has higher computational efficiency. In this study, the basic genetic

1Zhejiang Industry Polytechnic College, Shaoxing, 312000, China
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algorithm is improved, and a time optimal trajectory planning method based on the
B-spline technique is established.

2. Research overview of optimal trajectory planning

There are many different methods for time optimal trajectory planning of robots
at home and abroad [1–5], such as quadratic programming method, dynamic target
programming method, PID control method and iterative method. Liu et al. [6]
proposed 3 -5 -3 spline function for the trajectory planning of the robot, which
effectively avoids the vibration of the acceleration. Zhu et al. [7] used the B-
spline curve interpolation method to construct the planned trajectory, and used
the sequential quadratic programming method to solve the optimal moving time
node, and then the time-optimal continuous trajectory was formulated that met
the constraint of the nonlinearity kinematics. However, the interpolation time of
polynomials is difficult to be optimized by traditional methods.

In the process of the conventional trajectory planning, the angular velocity, an-
gular acceleration of the joint and joint torque and other variables generally usually
take a relatively conservative value, so that it works under the rated value to avoid
the robot beyond its maximum load capacity. Although this can ensure the safe
and reliable operation of the robot, but this method can not make the robot fully
perform its performance and its working efficiency is relatively low, because it does
not consider the dynamic characteristics of the robot.

GUOTY uses PSO algorithm for the optimal trajectory planning of the space
robot under the dynamics constraints. Based on the consideration of joint velocity,
acceleration and acceleration constraints, Karami et al. [8] used genetic algorithm
to plan the running time interval of each key point in joint space. However, there
are some problems such as slow convergence rate, low accuracy, and local optimality
in simple genetic algorithm.

We proposed a time-optimal trajectory planning method based on the improved
genetic algorithm, which takes the optimal time in the working process of the robot
as the objective function, considering the path constraints, the maximum angular
velocity, the maximum angular acceleration and the maximum joint torque as a
constraint to complete the task of trajectory planning.

3. Time optimal trajectory planning of seven-DOF
manipulator based on genetic algorithm

3.1. Problem description

When the genetic algorithm is used to describe the optimization problem, the first
thing to be solved is to encode the individual in the real problem, which is the basis
of selecting, crossover and mutation in the process of genetic operation. In the case
of a population of N individuals, this population needs to be given at the beginning
of the genetic algorithm. In general, the value of the initial population object is given
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randomly. The population size N value generally takes 20 to 100, when N is large,
the diversity of individuals in the population may increase. The initial population
is equivalent to the given initial state in the genetic algorithm. Starting from the
initial state, the solution is gradually optimized through the screening of the fitness
function and the various operations of the genetic operator.

The genetic algorithm is a general method to solve the optimization problem.
The design flow is basically the same for different optimization problems. The only
difference is the parameter setting of the specific problem (including coding mode,
genetic operator design, running competition value etc.). The general genetic algo-
rithm design process is shown in Fig. 1.

Fig. 1. Genetic algorithm design process diagram
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3.2. Genetic algorithm optimization mathematical model

The genetic algorithm based on B-spline time optimization mainly includes the
establishment of mathematical model of optimization problem and the design of
genetic algorithm parameters. The general time optimization is carried out in the
joint angular velocity and angle constraints, the advantages of this is less constraint,
and the calculation is relatively simple, but the constraints of the joint torque is not
considered, which may lead to large joint torque when the angular acceleration is
large, so the actual capabilities cannot be realized. In order to solve this problem,
the recurrence Newton-Euler algorithm is used to solve the joint torque, and the time
optimal programming method under the constraint of joint torque is considered.

The mathematical model of genetic algorithm optimization problem is estab-
lished, whose objective function is

T = min
∑

Xi (i = 1, 2, · · · ,m− 1) , (1)

where T is the total time of trajectory planning, m is the number of data points,
and Xi is the time of the ith trajectory. In (1), Xi is an independent variable, which
is chosen as the decision variable. In the study, B-spline programming is adopted as
the constraint condition.

Assuming that the joint angular velocity in ith segment, i = 1, 2, · · · , m− 1) is
q̇i (u). According to the B-spline in the three average B-spline trajectory plannings
we can get

q̇i (u) =
dq

dt
=

dq/du

dt/du
=
a1u

2 + a2u+ a3
b1u2 + b2u+ b3

, (2)

where

a1 =
−qi−1 + 3qi − 3qi+1 + qi+2

2
, a2 = qi−1 − 2qi + qi+1, a3 =

−qi−1 + qi+1

2
,

b1 =
−ti−1 + 3ti − 3ti+1 + ti+2

2
, b2 = ti−1 − 2ti + ti+1, b3 =

−ti−1 + ti+1

2
.

The joint angular velocity in the ith segment obtained through (2) is q̇i (u). For
the maximum value q̇i (u)max of the q̇i (u), the q̇i (u) can be obtained, respectively,
through selecting limited discrete points in the section u ∈ [0, 1), and q̇i (u)max is
approximated by the larger one to establish the speed constraint equation

q̇i (u)max ≤ Θ , (3)

where Θ is the maximum angular velocity allowed by joints.
Assuming that the joint angular acceleration in ith segment is q̈i (u), then

q̈i (u) =
dq̇

dt
=

dq̇i (u) /du

dt/ du
=
q
′′
t
′ − q′

t
′′

t′3
, (4)
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where

q
′

= a1u
2 + a2u+ a3,

t
′

= b1u
2 + b2u+ b3,

t
′′

= 2b1u+ b2 = c1u+ c2,
c1 = 2b1,
c2 = b2,
q̈ = (−qi−1 + 3qi − 3qi+1 + qi+2)u+ qi−1 − 2q1 + qi+1 = d1u+ d2,
d1 = −qi−1 + 3qi − 3qi+1 + qi+2,
d2 = qi−1 − 2qi + qi+1 .

In this way we obtain

θ̈ (u) =
(d1u+ d2)

(
b1u

2 + b2u+ b3
)
− (c1u+ c2)

(
a1u

2 + a2u+ a3
)

(b1u2 + b2u+ b3)
3 . (5)

The method is the same as getting the maximum angular velocity. The value of
q̈i (u)max is approximated by getting the maximum of the limited discrete point in
u[0, 1) section. The constraint condition of the acceleration is established as follows

q̈i (u)max ≤ Θ̇ , (6)

where Θ is the maximum angular velocity allowed by joints.
In the constraint condition of the torque, according to the inverse kinetic Newton-

Euler algorithm, the joint torque can be obtained according to the angular accel-
eration, angular velocity and angle of the joint at a certain moment. The time of
the track passing through the ith segment is continuous. Therefore, in order to find
the maximum joint moment during the ith segment, we need to discretize it and
get the joint torque of a finite point. The maximum value of the joint torque is
approximated as the maximum joint moment. The constraint condition of the joint
torque is

τmax ≤ τa , (7)

where τa is the maximum torque allowed by joints.

4. Genetic algorithm design

In the task of designing genetic algorithm suitable for the optimization problem,
the appropriate operating parameters are selected to complete the optimization of
genetic algorithm. We first need to encode the chromosome. The choice of chro-
mosome coding method is based on the constraints of this optimization problem.
Because the inverse kinematics algorithm is used in the joint torque constraint, it
needs to be called repeatedly. The constraint condition is complex and the com-
putation requires a large capacity. Therefore, the floating-point coding method is
suitable for solving the optimization problem.

The population size is always 20–100. In this algorithm, 20, 50, and 100 individ-
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uals are used to analyze the optimization results and verify the effect of population
size on the precision of the algorithm. For the initial population value, the random
variable between [30–50] is taken as the initial population (this is a very safe value
according to the constraint of angular velocity and angular acceleration). In order
to guarantee the accuracy of the algorithm, different interval is taken as the initial
population to optimize the optimal solution. For the fitness function of individual
fitness, we use Rank Fitness scaling in Matlab Genetic Algorithm Toolbox. The
main principle is that the original fitness of the individual is calculated firstly, then
the individual fitness ranges from large to small values 1, 2, · · · , n, and the new
fitness of each individual is

√
1/n. The advantage is that the expansion effect of the

original fitness is eliminated, so that the new fitness will be more concentrated, and
it can reduce the probability of "premature" phenomenon.

The design of the selection operator is based on the "Stochastic uniform" method
in the Matlab genetic algorithm toolbox. The principle of the algorithm is to draw a
line in the proportion to the fitness of the dataset after the normalization. Then, the
line moves according to certain criteria, and each time it stops the algorithm picks
an individual dataset. Each time the individual that inherits to next generation
accounted 0.2 of the population size. Mutation operator and crossover operator use
the default operator in the toolbox, and the crossover probability is 0.8.

The above completes the genetic algorithm design for the optimization problem.
It should be noted that there are more variables in genetic algorithms, and many
variables are based on actual experience to determine, therefore, in the actual opti-
mization process, it is necessary to repeatedly test. A variety of different parameters
should be tested until you find the optimal solution. The flow chart of the genetic
algorithm for optimization is shown in Fig. 2.

5. Results

The time optimal genetic algorithm proposed in this paper is validated by sim-
ulation, and the effect of optimization parameters and different parameters in the
algorithm on the precision of the algorithm are analyzed. In the case of the same
parameters, different population size and initial population were set respectively,
and their effects on the efficiency and accuracy of genetic algorithm were compared.
Under the premise that the initial population take the random number in interval
[20–30], 20, 50 and 100 are respectively taken as the population size to compare the
different optimization results, as shown in Figs. 3–6.

Figure 3 depicts the optimization process when the population size of genetic al-
gorithm is 20. It can be found that when the optimization to the seventh generation
meets the constraints of evolutionary condition, the evolution stops. In the figure,
the dashed line represents the average value of objective function of each generation
individual in the process of the evolution, and realizes the objective function value
that represents the optimal individual. From the figure, we can see that as the evo-
lution proceeds, the mean value gradually approaches the optimal solution. Finally,
Fig. 4 shows the value of the fitness function when the evolution stops.

Figures 5 and 6 show individual values of optimal solution and evolution of pop-
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Fig. 2. Flow chart of genetic algorithm design

Fig. 3. Effect of population size on genetic algorithm: population size is 20

ulation size at 20, 50 and 100. From Fig. 5 we can see that the evolution process
can approach the final optimal solution quickly when the population size is large.
However, the different population sizes are optimized to the same result, finally.
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Fig. 4. Effect of population size on genetic algorithm: fitness value when the
evolution stops

When the size of the population is large, the population diversity is better and the
algorithm is more accurate. But the computational efficiency is sacrificed. In order
to balance the two cases in the optimization process, the population size was selected
to be 50.

Fig. 5. Effect of population size on genetic algorithm: best individuals

In the genetic algorithm, the initial population value range is [20–30], which is
a larger value that meets the condition based on the constraint of the speed and
angular velocity. In order to verify the effects of data range of the initial population
on the algorithm, the following groups of random number within range are taken
respectively to carry out the simulation test, and the section range, respectively, is
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Fig. 6. Effect of population size on genetic algorithm: evolution of population size
at 20, 50 and 100 individuals

[20–30], [30–40], [40–50], [20–50] and [10–30], and the population size is 50. The
optimization of different interval is shown in Figs. 7 and 8. Figure 7 shows the vari-
ation of each generation and Fig. 8 shows the optimal values of different individuals
in different intervals.

The results of optimization are summarized in Table 1.

Table 1. Effect of population size on genetic algorithm

Population
size

X1 X2 X3 X4 X5 T

N = 20 14.40 13.81 17.22 15.79 11.40 72.69

N = 50 14.20 12.92 18.21 16.45 9.90 71.67

N = 100 14.81 14.89 16.89 15.23 10.00 72.09

6. Discussion

In the study of seven-degree-of-freedom manipulator based on genetic algorithm,
a seven-degree-of-freedom robot is used as the object of study. The trajectory is
constructed by B-spline curves. Taking the shortest time as the optimization target,
the coding scheme, selecting operator, crossover probability and mutation probabil-
ity of the traditional genetic algorithm are improved for the simulation experiment
of the trajectory optimization.

From the result analysis we can see that the process of evolution evolves to the
optimal solution with the increase of the mean value of the range. For example,
when the interval is [40–50], and the fourth generation is evolved, the individual
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Fig. 7. Influence of initial population value on the algorithm: variation of each
generation

Fig. 8. Influence of initial population value on the algorithm: optimal values of
different individuals in different intervals

converges to the optimal solution.. When the interval is [30–40], it will be close
to the optimal solution when it evolves to the third generation, and only needs to
evolve to two generations to reach the optimum when the interval is [20–30]. Interval
[20–30] is closer to the optimal solution than the intervals [30–40] and [40–50], and
when the interval [10–30] is taken into account, it can be seen from the figure that
the solution of the evolution to the first generation is smaller than that of the later
generations, so the individual values of the initial interval can be described as small.
From the previous analysis, we can see that in the optimization problem, the initial
value interval taken as [20–30] can not only guarantee the accuracy of the algorithm,
but also improve its computational efficiency. The experimental results show that
the manipulator’s movement time is optimized from 107.52 s to 70.03 s by optimizing
the genetic algorithm, which improves the operating efficiency of the manipulator
and optimization of the trajectory time.
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7. Conclusion

In this study, a genetic algorithm optimization model is established for the time
optimal trajectory planning problem based on B-splines. The objective function,
decision variables and constraints are determined. Constraints of angular velocity,
angular acceleration and joint torque are considered in the constraint condition, the
chromosome encoding method, the initial population, evaluation function, genetic
operators and other parameters in the genetic algorithm are established, and finally
the algorithm is realized through Matlab genetic algorithm toolbox to verify the
genetic algorithm can effectively optimize the B-spline curve. The simulation results
of the trajectory optimization simulation show that the time optimal trajectory
planning of the seven-DOF manipulator based on genetic algorithm achieves the
goal of optimizing the trajectory time. The results show that the proposed method
is effective and reliable. The changing curve of the angular velocity, acceleration
and acceleration of the robot joints has no abrupt change, which proves that the
proposed method is effective and reliable.
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A local location-based self-adjusting
deployment algorithm for MSN

Ren Duan1,2, Dinyi Fang1, Kaiguo Qian3

Abstract. Aimed at maximizing coverage area and minimizing coverage gaps, we propose a
deployment algorithm named local location based self-adjusting deployment (LLSAD) for mobile
sensor network. Based on the analysis of the theory on optimal nodes layout with full coverage, a
rule of sensors adjusting and location update is established. According to the rule, the sensor nodes
can move close to the position of layout with full coverage in task region. The LLSAD algorithm
realizes local optimal coverage by updating the local nodes’ location to achieve required coverage.
The simulation results have demonstrated that LLSAD can rapidly improve the coverage and
achieve convergence under several different initial deployments to provide guarantee of coverage
(quality of service-QoS). Moreover, sensor nodes do not need to maintain global sensor nodes’
location data. It is highly applicable for sensor network, which has limited resources.

Key words. Local location, self-adjusting deployment, mobile sensor network, coverage QoS.

1. Introduction

Wireless Sensor Network (WSN) consists of many sensor nodes, which have capa-
bilities of perceiving, computing and communicating. As an sensing infrastructure of
Cyber Physical Systems (CPS) [1], WSN relies on all sensor nodes to cooperatively
monitor physical world and gather the conditions of things. Coverage performance
is a crucial quality of service (QoS) metric of WSN, which is the capacity of per-
ceiving and collecting the status information of monitored objects in task region.
Node deployment has much influence on the coverage performance. For a task in
a specific region, deployment algorithm determines the number of nodes as well as
their positions, to meet the application’s requirement of coverage quality.

With the increasing popularization of CPS, WSN has been widely used in sev-
eral fields including some fields where human access rarely, such as forewarning of
forest fire, volcano monitoring, wetland monitoring, etc. In generally, a large and
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redundant number of nodes are deployed randomly in task regions, to obtain a high
coverage rate. However, it is still hard to guarantee the nodes distributed uniformly
and meet the applications’ coverage requirements. Thus, the nodes need redeploy-
ment [2]. In addition, some nodes exhaust will break the network structure and
decrease coverage capacity [3]. Redeployment could optimize the layout of the re-
maining alive nodes to maintain a good coverage rate. Mobile sensor nodes [4, 5]
can update their position dynamically to meet coverage requirement. What is more,
mobile WSN can track the change of the target events’ area and redeploy nodes
correspondingly, such as pollution diffusion, fire spread monitoring, etc. Hence, the
deployment based on mobility is a key support for QoS guarantee in WSN.

In this paper, we propose a self-adjusting deployment algorithm LLSAD for Mo-
bile Sensor Network (MSN). Each sensor node updates position based on the layout
with full coverage in task region that references greedy ideas, which adjusts the dis-
tance to its adjacent neighbors to achieve required coverage in global. It improves the
coverage rate rapidly with no need to exchange and maintain global sensor position
information.

2. Related works

One crucial deployment mechanism of sensor nodes is virtual force algorithm
(VFA), which is proposed in [6]. Each pair of nodes exerts positive force if they
are too far apart from each other in VFA, or exerts negative forces if they are too
close. A node will move unless the net force from all neighbors is not zero. By
using a force-directed approach, VFA improves the coverage provided by an initial
random placement. An improvement of VFA [7] is used to deploy sensors in a
region with obstacles and guarantee connectivity. However, the algorithm in [7]
did not take into account redeployment of residue sensor node in operation. Some
mobile sensor nodes are added to a static sensor network to improve performance by
moving them to locations of a coverage hole based on the VFA [8]. Besides, there
are some variations [9, 10] of VFA that are presented for mobile sensor network.
Although the algorithms-based virtual force improves coverage in sensor network,
the collisions of nodes occurs occasionally due to varied direction of net force and
indefinite destination position. Moreover, the number of nodes needed to achieve
required coverage in theoretical is not taken into account in the algorithms and
evaluations are operated in some experienced and random situations.

Many redeployment strategies based on Voronoi diagram are proposed to opti-
mize coverage of sensor nodes. Three algorithms of VEC, VOR and Minimax are
presented in [11] to relocate sensors to build a Voronoi diagram and reach a high
coverage rate. VEC can disperse dense nodes, VOR and Minimax are used to repair
coverage hole. By calling Minimax and calculating Maxim-Edge of Voronoi directly,
VEDGE [12] can enhance coverage at a high cost of computation. CBS [13] is a
deployment algorithm which transforms the coverage problem of a network into the
optimization problem of Voronoi polygon corresponding to each node. CBS algo-
rithm has a low complexity, but there exist some small coverage holes inside the
Voronoi polygons. The deployment algorithms-based Vonoroi polygon can deter-
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mine exact position of each node on the premise of all nodes’ location data. The
cost of exchanging location data is too high to afford in a sensor network without
power harvesting.

There are other strategies [14, 15] that exploit mobility of sensor to improve
coverage. A technique for k-overage is proposed [14] in a grid-divided network,
in which a few weak-mobility sensors are controlled to migrate from a grid to the
adjacent one and collaborate with pre-placed static sensors to realize k-coverage.
An algorithm based on the divide-and-conquer approach is proposed in [15]. By
dividing task region into sub-regions and selecting the minimum connected sensor
cover set for each sub-region considering the energy, a mobility assisted minimum
connected sensor cover is achieved. It can significantly increase the capability of a
remainder network with loss of connectivity as failure of some sensors. The methods
above provide a fixed degree of coverage with no adaptive reconfiguration, in which
the mobility of sensors is weak.

Based on the theoretical analysis on number and layout of nodes with full cover-
age, our LLSAD algorithm adopts self-adjusting to meet required coverage relying
on the locations of sensors.

3. System model

3.1. Network and coverage model

In generally, WSN can be described as an undirected graph G = (V,E), where V
is the set of sensor nodes deployed in monitoring region, and E is the set of the links
between two adjacent nodes. Assume that all nodes have the same communication
radius R and sense radius r. It requires network keep connectivity when the nodes
deployment is done, which means there are no isolated nodes. According to literature
[16], if the sensor nodes’ communication radius R is twice of sense radius r, the
deployed nodes can fully cover the monitoring convex region and communicate with
their neighbor nodes. Assuming n nodes are deployed in a monitoring region A,
some definitions are as follows:

3.1.1. Neighbor set. The neighbor set of node vi consists of all nodes located in
its communication range. This is defined as follows:

N(vi) = {vj |dist (vi, vj) ≤ R, i 6= j} . (1)

Here, dist (vi, vj) denotes the distance between node i and nodej.

3.1.2. Coverage disk area. The sense coverage area of v is called the coverage
disk area. If the coordinates of node v are x, y, the coverage disk area is a circle
centered at x, y with radius r. It is defined as follows:

ca (v) = {q|dist(v, q) ≤ r} , (2)
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where q is a point located in region A.

3.1.3. Coverage model. Can be defined using the Boolean disk model, i.e., any
location q(xq, yq) in the coverage disk area of sensor node v(xv, yv) that is covered
by v, others not.

3.1.4. Coverage rate. Divide region A into a× b grids. Coverage rate CR is the
ratio of the number of covered grids to the number of all grids, defined as

CR =

∑a×b
i=1 gi
a× b

, (3)

where gi = 1 if grid i is covered by a node and gi = 0 if grid i is not covered by any
node.

3.1.5. Coverage efficiency. The coverage efficiency CE is the ratio of the union
covered area by all sensor nodes in A and the sum of all nodes’ coverage disk areas

CE =
⋃
v∈V

ca(v)∑
v∈V ca(v)

. (4)

The value of CE is an indicator of the redundancy of all nodes. The larger is
CE, the higher is redundancy.

3.2. The node layout for full coverage

Obviously, single node’s sensing area coincides with the coverage disk. However,
the union sensing area of multiple nodes is determined by the layout of nodes.

There exist three layouts of two neighboring nodes’ coverage disk area. It is just
as shown in Fig. 1. The nodes v2, v3 and v4 are neighbors of node v1. The distance
d1 between node v1 and v2 is shorter than sense radius r. There is overlapping
sensing coverage area between these two nodes. The distance d2 from node v1 to
node v3 is twice the sense radius r, i.e. communication radius R. Then two coverage
disks are tangent each other. There is only one point on the mutual tangent and
no overlapping coverage area. The distance d3 from node v4 to node v1 is longer
than r and shorter than R. It causes blind zone which is not covered by any node.
Thus, the coverage capacity is related to the layout of nodes. If the number of nodes
n ≤ 2 and there is no overlapping coverage area, the coverage is not affected by the
nodes layout. If the node number n ≥ 3, it could form coverage blind zone among
the disjointed coverage disks (the shadow area in Fig. 2). It requires deploying more
nodes in order that the blind zone is covered totally.

The blind zone can be eliminated by using multiple nodes’ overlapping coverage.
As shown as Fig. 3, upper part, three nodes’ coverage disks intersect at a same point.
The segments between any two nodes form an equilateral triangle. When the triangle
sides length, i.e. the nodes’ distance d0 =

√
3r, the coverage efficiency of these three
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Fig. 1. Different layouts of two coverage disks

Fig. 2. Blind zone among disjointed coverage disks

nodes is the best. In this case, the overlapping area is calculated by formula

Sb = 6

(
1

6
πr2 −

√
3

4
r2

)
. (5)

An optimal layout of sensor nodes offering full coverage can be obtained by a
triangular lattice [16], as shown in Fig. 3, bottom part. In this case, the effective
coverage area of a node is calculated by formula

Sn =
3
√
3

2
r2 . (6)
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Fig. 3. Layout for full coverage: up–layout for full coverage of three nodes,
bottom–triangular lattice layout

Let n denote the number of nodes using triangular lattice deployment which
offers full coverage in region A of L×W . Now n can be expressed as

n =
2M ×N
3
√
3r2

. (7)

However, due to the shape and side length factor, it is more likely that n nodes
cannot cover the region of L×W fully. First of all, it is necessary to ensure that every
point on the border is covered by a rectangle monitoring region. Therefore, nodes
can be deployed as in Fig. 4 to cover border as few as possible. We can estimate
the node number of full coverage on this condition. First, we have to determine the
number w of nodes covering the side of length W in the horizontal dimension and
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then the number l of nodes in vertical dimension. We use the formulae

w =

⌊
W√
3r

⌋
(8)

and
l = 2

⌈
L

3r

⌉
+ α , (9)

where
α =

{
1 if (L mod 3r) ≤ r ,
2 if (L mod 3r) > r .

According to formula (8) and (9), the number of nodes offering full coverage in
monitoring region A is given by the formula

Nfc = l × w . (10)

Fig. 4. Ideal node layout offering full coverage in a rectangular region

4. Computations

4.1. Judgment rule of self-adjusting

From the above discussion, we know that the ideal distance between two nodes to
obtain the best coverage is

√
3r, denoted as d0. Thus, the nodes can be adjusted as

follows to close the triangular lattice layout based on the local location of neighbors.
Let vi denote a scheduling node, vj being a vi’s neighbor. If the distance between
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the two nodes is less than d0, it means that there is too much coverage overlap
between them. Thus, vj will be moved opposite to vi to reduce the coverage overlap
area. Otherwise, if the distance is greater than the threshold d0, vj will move towards
vi to fully cover the gap between them. As shown in Fig. 1, node v2 should move
oppositely to v1, on the contrary, v4 should move toward v1.

4.2. Node position updating

Assume that node vj is a neighbor of node vi. If d(vi, vj) 6= d0, then let node
vj move by dm = d0 − d(vj , vi). When dm < 0, the movement of node vj should
be opposite to node vi. When dm > 0, node vj will move towards node vi. The
direction of movement depends on the angle θ from vj to vi. The value of θ can be
calculated according to the position of the two nodes. The coordinate of node vj is
then updated in the following way:{

xj
′ = xj + ε · dm · cos θ ,

yj
′ = yj + ε · dm · sin θ .

(11)

Here, ε represents the movement coefficient, that is given as

ε = 1− 7

24
CR

in this paper.

4.3. LLSAD algorithm

From the above analysis, LLSAD algorithm we proposed is shown in Fig. 5. First
of all, it initializes task region border parameter as L×W , and determines the sensor
node number n by the formulae (9) and (10). And then, randomly deploys the nodes
in the task region (line 1). The operation of LLSAD is divided into rounds where
each round is further divided into 4 steps as follows from Fig. 5.

1. Calculate the current coverage rate CR. If CR > C0 (C0 denoting the required
coverage ratio), the algorithm will quit, otherwise it will perform step 2 (lines
3–6 in Fig. 5).

2. Traverse every node and exchange latest location information between every
two nodes via broadcast (lines 7–8 in Fig. 5).

3. For each neighboring node vj of node vi, calculate their distance d(vj , vi).
According to the adjusting judgment rule determine, whether to update the
nodes’ location or not (lines 9–14 in Fig. 5).

4. After scheduling all the nodes (line 15), every node moves to the new location.
And then it begins the new round and jump to Step 1.
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Fig. 5. Flowchart of LLSAD algorithm

5. Performance evaluations

The algorithm evaluation is simulated in the MATLAB R2013a. The evaluation
metrics includes coverage rate CR and coverage efficiency CE as well as average
running rounds to meet the coverage rate required CRreq. In order to evaluate the
algorithm performance under different conditions, we tested LLSAD in two initial
scenarios. One scenario is S1 where all nodes are initially randomly deployed in the
whole monitoring region, as shown in Fig. 6. In another scenario S2, all nodes are
split in half and initially randomly deployed in the two 1/4 diagonal area of task
region, as shown in Fig. 7. Besides, we compared LLASD and VFP algorithms under
the scenario S1.

We set two task region sizes corresponding to each case in formulae (9) and (10),
including 80m×80m and 100m×80m. Thus, we can build many settings of different
scenarios and sizes of region. The details of settings and CR requirements are shown
as Table 1. The initial coverage rate of each random network in scenario S1 is less
than 80%, and is not larger than 60% in S2.

Table 1. Simulation settings
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Fig. 6. Nodes are randomly deployed in the whole region

Fig. 7. Nodes are deployed on the two opposite angles

settings scenario S1

nodes/CRreq

scenario S2

nodes/CRreq

region size L×W sensing radius r

1 28/94% 28/93% 80m×80m 10m

2 29/95% 29/94% 80m×80m 10m

3 30/95% 30/95% 80m×80m 10m

4 30/95% 36/95% 100m×80m 10m
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Table 2. Results of simulation under scenario S1

settings nodes CRreq rounds CR CE region size

1 28 >94% 9.4348 0.9421 0.6854 80m×80m

2 29 >95% 9.1986 0.9539 0.6701 80m×80m

3 30 >95% 6.8482 0.9553 0.6487 80m×80m

4 36 >95% 9.2758 0.9540 0.6749 100m×80m

Table 3. Results of simulation under scenario S2

settings nodes CRreq rounds CR CE region size

1 28 >93% 10.9627 0.9341 0.6797 80m×80m

2 29 >95% 12.1865 0.9445 0.6635 80m×80m

3 30 >95% 11.3478 0.9543 0.6481 80m×80m

4 36 >95% 14.9953 0.9532 0.6743 100m×80m

According to the formula (8) and (9), it needs to deploy 30 nodes in 80m×80m
and 36 nodes in 100m×80m region to obtain full coverage. Under every config-
uration, the algorithm operates 100 runs, respectively. The evaluation results are
as shown in Table 2 and Table 3 under different settings of region size and initial
deployment.

In all settings, the maximum of average iterating rounds to meet the coverage re-
quirement is 14.9953, and the minimum is only 6.8482. This illustrates that LLSAD
is able to improve the coverage by redeploying under these two scenarios.

Under scenario S1, LLSAD improves network coverage rate rapidly when sensor
nodes are placed randomly in whole monitoring region at initialization. In the
region of 80m×80m deployed randomly 28 nodes (93.5% of Nfc), LLSAD only runs
for 9.4348 rounds in average when the CR increases to 94%. If the number of nodes
increases to Nfc, the average rounds are not more than 10 in the two regions. There
are only 6.8482 rounds, 9.2785 rounds in the regions of 80m×80m, 100m×80m
respectively. LLSAD provides an effective redeployment for improving coverage.

Under scenario S2, LLSAD runs more rounds to achieve CRreq (see Table 3).It
runs nearly 15 rounds in average in the worst case to obtain CRreq. This is because
the nodes are only placed in half area at initialization so that the nodes are dense
with a low coverage rate. The movement of one node affects the coverage of multiple
neighbors. Hence, the nodes have to adjust over and over to form a uniform distri-
bution with higher coverage rate. Even if the number of nodes is Nfc, the algorithm
runs more rounds under scenario S2. In the settings of line 3 and 4 in Table 4,
there is 5%–6% of the simulations have run more than 40 rounds to reach CRreq.
What is more, the algorithm achieves much better average coverage efficiency when
the number of node is less than Nfc. The small number is, the higher CE is. It is
just because the overlaps between the nodes are reduced by LLSAD to achieve the
CRreq.

In a word, the LLSAD algorithm has the capacity to enhance coverage by self-
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adjusting based on the local locations of the nodes under two scenarios. And it
will run fewer rounds to achieve the required coverage rate if the nodes are placed
uniformly with a relative high coverage rate in initial deployment.

In addition, we compare LLSAD and virtual force (VF) position algorithm in
term of convergence and coverage rate. We evaluate the two algorithms in 80m×80m
region deployed 30 nodes under the scenario S1. Both average results of 25 rounds
calculated from 20 random initial deployment are shown in Fig. 8. The LLSAD
algorithm only runs 5 rounds in average to reach the required coverage rate 95%
and keeps stable after 10 rounds. In contrast, VF’s coverage rate increases slowly
and only reaches 92% after 25 rounds. LLSAD is a very fast and efficient deployment
for MSN, which defeats VFP in terms of convergence and coverage capacity.

Fig. 8. Comparison of LLSAD and VF under scenario S1

6. Conclusion

The issue of deployment and coverage is fundamental in WSN, which is basic
to data fusion, routing techniques as well as management in upper application.
In this paper, we have proposed a new adaptive deployment algorithm for mobile
sensor networks, namely, local location based self-adjusting deployment algorithm.
By using only location information of local neighbors for the self-adjustment of each
node, sensor nodes can move to close optimum location of the perfect coverage layout.
The results of the simulations show that LLSAD is a fast, efficient redeployment
for mobile sensor networks. Without getting and maintaining the global topology
information of sensor nodes, each node runs the algorithm with low cost. Therefore,
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LLSAD is applicable to mobile sensor network with constrained resources.
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A hybrid model for scale forecast of
regional highway network1

Hang Yang2, Xiaoqing Li2, Bing Wu2

Abstract. A hybrid method for improvement of accuracy and reliability of scale-forecast
and obtaining the optimal hierarchical structure of highway network in Hangzhou is proposed.
Firstly, drawbacks of traditional scale-forecast methods of highway network are illustrated. Then,
a novel prediction method which is based on BPNN and Markov chain is proposed. After that, a
multi-objective programming (MOP) model is established to obtain the optimum technical grade
structure of highway network. Finally, the scale of highways and their optimal hierarchical structure
in the year of 2015, 2020 and 2025 is obtained.

Key words. Highway transportation, highway network, scale forecast, BP neural network,
Markov chain, multi-objective programming.

1. Introduction

The forecast of regional highway network is an important part of regional trans-
portation planning. The study by Chen et al. [1] revealed that scale forecast was of
great importance in the planning of regional highway network. Qi and Chen [2] in-
dicated that development of highway network should fit into location characteristics
of regional transportation and functional requirements for highway traffic. Marin [3]
showed that rational scale of a highway system referred to efficient configuration of
the transportation system in which supply and demand reach the equilibrium state.

Rational highway network scale should meet the demands of regional economic
and social activities by relatively small total mileage, and make the configuration
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of highway in all grades optimized, which was conducted by Nogués and González-
González [4] and Wang and Han [5].

Li and Chen [6] listed methods mainly incorporate territory coefficient method,
connectivity method, analogy method, and time series method, etc. Jha et al. [7]
pointed out that such methods go against the evolvement rule of highway network,
and the thought was proved wrong by Tsou et al. [8]. Traditional prediction meth-
ods attach little importance to the grade structure and give little consideration to
influences of grade structure of highway on supply capacity, as concluded by Aldrich
et al. [9] and Bonnafous et al. [10]. Li and Chen [6] concluded that the relevance
of influence factors, subjectivity in the weight-determination and other issues would
affect the evaluation accuracy of the traditional methods.

Our work in this paper is to build a model which can be applied to both the
prediction and the analysis of regional highway network’s rational scale. In the
meantime, the model to optimize the technical grade structure of highway network
are used.

2. Hybrid forecast method

2.1. Highway network scale forecast model based on BP
neural network and Markov chain

2.1.1. Construction of forecast model based on BP neural network. In order to
improve the convergence rate and reduce convergence error, sample data is normal-
ized before training so that values of this data lie in the interval [0,1] which was put
forward by Xu et al. [11] and Du et al. [12].

2.1.2. Result correction. According to the fitting error margin of BP Neural
Network (the percentage that absolute error takes in actual value), Markov’s status
area can be classified by 5 states:

1. Extremely overvalued state (α+).

2. Overvalued state (α).

3. Normal state (β).

4. Undervalued state (γ).

5. Extremely undervalued state (γ+).

If the system’s initial state vector is S0 and the state vector is Sk after k steps
of transfer, then Sk = Sk−1p = · · · = S0p

k, which is based on C-K Equation listed
in Iwankiewicz [13] and Khmel et al. [14].

The state vector of predicted highway network scale can be achieved by One-
step State Transfer Probability Matrix in the first place, which was conducted by
D’Amico et al. [15] and Mukherjee et al. [16].
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Fig. 1. BP neural network model

2.2. Multi-objective prediction method

According to the work done by Yang et al. [17] and Ojalehto et al. [18], the
multi-objective programming method could take requirements put forward by high-
way planners and the users into consideration at the same time, and also reflect the
multiple factors affecting highway network grade structure optimization. The math-
ematical description of highway network’s technical grade structure optimization
model is as follows:

2.2.1. Objective function.

• The minimum of highway network construction funds given by the formula

min


2∑

j=0

pj(t) [lj(t)− lj(t− 1)] +

5∑
j=3

qj(t) [lj(t− 1)− lj(t)]

 , (1)

where lj is the mileage of jth class highways, pj(t) is the construction cost of
unit mileage for jth class highways which are newly built in year t and qj(t)
is the construction cost of unit mileage for jth class highways which is rebuilt
into second-class highways.

• Making the highest utilization rate of highway network highest, that can be
expressed as

min |SN (t)− 1| , (2)
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where SN (t) is the traffic saturation degree in tth year.

• The maximum traffic capacity of highway network, that is,

maxCN (t) =

5∑
j=0

Cj(t)Pj(t) , (3)

where Cj(t) is the traffic capacity (capacity per day) of jth class highway in
highway network in tth year. Symbol Pj(t) denotes the mileage weight of its
jth class highway that is given by the relation

Pj(t) = lj(t)/L(t) , L(t) =

5∑
j=0

lj . (4)

• The highest average technical level of highway network expressed as

min JN (t) =

5∑
j=0

Ji(t)Pj(t) , (5)

where Ji(t) represents the technical level of jth section in tth year.

• And finally, the minimum average vehicle travel time of highway network ex-
pressed as

5∑
j=0

Kj lj(t) ≤ QNTFTN . (6)

Here, Kj is the designed traffic density of jth class highway (capacity per day);
QNTF denotes the average daily amount of vehicles and their daily average
kilometers in planning year(s) within the highway network. Its value can be
determined from the formula

QNTF =

(
W1

n1a1
+

W2

n2a2

)
× β

365
. (7)

Symbols W1 and W2 refer to freight and passenger turnover within a region
respectively, while n1 and n2 is the average rated tonnage and the average
number of seats of both trucks and buses separately; a1 and a2 are the actual
load rates of trucks and buses; β is the integrated correction coefficient which
is related to through traffic, and TN is the average travel time in unit mileage
within a highway network.

2.2.2. Constraint conditions

• Sum of mileage
5∑

j=0

lj = L(t) . (8)
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• Mileage Leq(t) of highways with different technical levels

Leq(t) =

5∑
j=0

lj(t)µj , (9)

where µj is the conversion factor given as µj = Cj/C2. Symbols Cj and C2

are the traffic capacity of jth class and secondary highways, respectively.

• Key projects
αj(t) ≤ lj(t) ≤ βj(t), j = 0, 1, 2, 3, 4, 5 . (10)

Here, αj(t) and βj(t) represent the lower and upper bounds used as standards
for jth class highway construction.

3. Experimental tests and analysis

3.1. Scale forecast of highway network based on BP neural
network

GDP, total population, the number of civil motor vehicle ownership, passenger
capacity and volume of freight traffic are regarded as nodes in the input layer of
Back-Propagation Neural Network (BPNN); the total mileage of highway network
is chosen as the output node. The 13th Five-Year Development Plan of Highway
Transportation in Hangzhou began in 2015, ends in 2020, and looks forward to 2025.
The simulation and the predicted values of BPNN are showed in Table 1 and the
plot of training regression is presented Fig. 2. More information about TCM can be
obtained in the research done by Yi et al. [19]. The mean absolute error (MAE), the
mean absolute percentage error (MAPE), and the root mean square error (RMSE)
are used to compare the prediction performance between these three methods. The
comparing results which shows the advantage of BPNN in dealing with nonlinear
problems are shown in Table 2.

3.2. Result correction

Markov state transfer situation and Markov state transfer probability matrix P
are showed in Table 3 and holistic prediction result are listed in Table 4.

3.3. Technical grade structure optimization for highway
network

Data such as the average cost invested in highways of all grades, adaptable traffic
and designed traffic density, etc., are derived from various surveys, statistics and
related norms. All of the norms come from the newly published Technical Standard
of Highway Engineering of People’s Republic of China, which was compiled by Wu
et al. [20]. The objective functions of the model and also constraint conditions are
listed below. The input parameters are listed in Tables 5–8.
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Table 1. Actual length (km) of highway network and predicted length (km) with BPNN

year actual value (Av) predicted value (Pv) absolute error relative error (%)

1994 5227 5216 11 0.21
1995 5360 5488 -128 -2.30
1996 5376 5500 -124 -2.20
1997 5570 5548 22 0.39
1998 5756 5712 44 0.77
1999 6407 6320 87 1.37
2000 6339 6422 -83 -1.29
2001 6396 6498 -102 -1.56
2002 6560 6712 -152 -2.26
2003 6793 6916 -123 -1.78
2004 7758 7590 168 2.21
2005 10644 10875 -231 -2.12
2006 12181 12108 73 0.60
2007 13463 13329 134 1.00
2008 13700 13497 203 1.50
2009 14265 13922 343 2.46
2010 14399 14143 256 1.81
2011 14586 14688 -102 -0.69
2012 14938 15074 -136 -0.90
2013 15900 15741 159 1.01
2014 16024 16197 -173 -1.07
2015 16244

2016 16340
2017 16424
2018 16536
2019 16647
2020 16713
2021 16815
2022 16903
2023 16997
2024 17082
2025 17169

Table 2. Comparison between BPNN, 2-dimensional autoregressive model (AR(2)) and travel cost
prediction method (TCM)

BPNN AR (2) TCM

MAE 135.9 775.4 385.2
MAPE (×100%) 1.4 7.3 3.8

RMSE 156.0 1192.5 428.7
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Fig. 2. Training regression of BP neural network model

Table 3. Status transfer of Markov chain

state α β γ total

α 4 1 1 6
β 1 2 3 6

γ 3 2 3 8

total 8 5 7 20

3.3.1. Objective function.

1. The minimum of highway network construction funds:

min f1 = 5000(l0 − l00) + 1200(l1 − l01) + 300(l2 − l02) + 120(l3 − l03) +

+ 70(l4 − l04) + 30(l5 − l05) = 5000l0 + 1200l1 + 300l2 + 120l3 + 70l4 + 30l5 −

− (5000l00 + 1200l01 + 300l02 + 120l03 + 70l04 + 30l05) , (11)

where l0j denotes the mileage of jth class highways in the last year.
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2. The maximum traffic capacity of highway network:

max f2 = 55000
l0

16406
+ 30000

l1
16406

+ 15000
l2

16406
+ 6000

l3
16406

+

+ 2500
l4

16406
+ 400

l5
16406

= 3.352l0 + 1.828l1 + 0.914l2 + 0.366l3 +

+ 0.152l4 + 0.024l5 . (12)

3. The minimum average vehicle travel time of highway network:

min f3 = 45l0 + 30l1 + 20l2 + 10l3 + 3.5l4 + 1.2l5 , (13)

4. The highest average technical level of highway network:

max f4 =
l1

16406
+ 2

l2
16406

+ 3
l3

16406
+ 4

l4
16406

+ 5
l5

16406
. (14)

Table 4. Modified forecast value of highway scale of Hangzhou

year predicted
value

state
vector

state
vector
value

predicted value
interval

probability
(%)

2015
16244 α 0.17 15756.7–16081.6 17

16244 β 0.33 16081.6–16406.4 33

16244 γ 0.50 16406.4–16731.3 50

2020
16813 α 0.46 16308.6–16644.9 46

16813 β 0.23 16644.9–16981.1 23

16813 γ 0.31 16981.1–17317.4 31

2025
17169 α 0.46 16653.9–16997.3 46

17169 β 0.23 16997.3–17340.7 23

17169 γ 0.31 17340.7–17684.1 31

3.3.2. Constraint conditions.

1. The total mileage:

l0 + l1 + l2 + l3 + l4 + l5 = 16406 . (15)

2. The mileage of expressway in the Year 2015 is more than 583 km:

l0 ≥ 583 . (16)
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3. The mileage of secondary and above class highways:

l0 + l1 + l2 ≥ 2790, . (17)

4. The mileage of fourth and above class highways

l0 + l1 + l2 + l3 + l4 ≥ 13125 . (18)

Table 5. Upper bound of traffic volume for the different grade highways

Grade Upper traffic volume (con-
verted to standard passenger
car, vehicle/day)

Highway 55000

First-grade 30000

Second-grade 15000

Third-grade 6000

Fourth-grade 2500

Substandard 400

Table 6. Planned traffic density for different grade highways in Hangzhou

Grade Density (converted to stan-
dard passenger car, vehi-
cle/kilometer)

Highway 45.0

First-grade 30.0

Second-grade 20.0

Third-grade 10.0

Fourth-grade 3.5

Substandard 1.2

Table 7. Turnover volume of freight and passenger for regional development planning of Hangzhou

year W1 W2

2015 315.6 160.2

2020 545.8 320.8

2025 860.2 684.7
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Table 8. Other related parameter values

year n1 a1 n2 a2 β QNTF TN (h/km)

2015 4.8 0.56 40 0.35 2.4 847256360 0.0172
2020 5 0.6 40 0.35 2.4 1346943249 0.0164
2025 5.2 0.64 40 0.35 2.4 2021133373 0.0156

3.3.3. Multi-objective programming model. The multi-objective programming
model consists of the following relations:

minR1d
+
1 +R2d

−
2 +R3d

+
3 +R4d

−
4 ,

5000l0 + 1200l1 + 300l2 + 120l3 + 70l4 + 30l5 + d−1 − d
+
1 = e1 ,

3.352l0 + 1.828l1 + 0.914l2 + 0.366l3 + 0.152l4 + 0.024l5 + d−2 − d
+
2 = e2 ,

45l0 + 30l1 + 20l2 + 10l3 + 3.5l4 + 1.2l5 + d−3 − d
+
3 = e3 ,

l1
16406

+
2l2

16406
+

3l3
16406

+
4l4

16406
+

5l5
16406

+ d−4 − d
+
4 = e4 , (19)

l0 + l1 + l2 + l3 + l4 + l5 = 16406 ,

l0 ≥ 583 ,

l0 + l1 + l2 ≥ 2790 ,

l0 + l1 + l2 + l3 + l4 ≥ 13125 .

Here, e1 denotes the funds invested in the Hangzhou’s transportation planning,
e2 is the desired traffic capacity of highway network within the planning period
e3 is calculated as QNTF · Tk, and e4 stands for the lower bound of the average
technical grade of highways. The corresponding parameters and optimized values
are summarized in Tables 9 and 10, respectively.

Table 9. Parameter values

year e1 e2 e3 e4

2015 10000000 24000 14572809.39 3.10
2020 15000000 30000 22089869.28 3.06
2025 12000000 32000 31529680.63 3.02

Table 10. Highway grade optimization

Year Highway First
grade

Second
grade

Third
grade

Fourth
grade

Substandard Total

2015 590 808 1550 1120 11544 794 16406

2020 650 830 1610 1260 12294 0 16644

2025 705 885 1700 1457 12250 0 16997



A HYBRID MODEL FOR SCALE FORECAST 225

4. Results and discussion

It can clearly be seen from the outcome that the growth rates of highway-scale
with different grades, except for the fourth grade and substandard highway, are
steady. This growth trend is reasonable by comparatively analyzing the city’s eco-
nomic and social development status and planning under the condition of “new
normal”. And the growth rate of the total scale between 2020 and 2025 is faster
than that between 2015 and 2020 due to the fact that Hangzhou was the host city of
G20 summit in 2016 and the Asian Games in 2022 may account for it. Heggie [21]
showed the impacts which was brought by Olympic Games on highway construc-
tion. In other words, the objective functions and the constraints set in the paper is
rational.

The substandard highway is diminished to 0, it is in accordance with the initial
13th Five-Year Plan of Hangzhou. It reflects that the content of key projects in
the constraints is acceptable. In the year of 2020, the scale of fourth grade will rise
to 12294, while this figure will decrease to 12250 five years later. All substandard
highways convert to the fourth grade highway in 2020, and it may explain the reason
why the scale of the fourth grade highway has an increase. In this 10-year period of
time, the scale of the fourth grade highway represents a declining trend. It conforms
to the expectation of the optimal structure of regional highway network. So the
model built in this paper can be applied to both the prediction and analysis of
regional highway network’s rational scale.

5. Conclusion

This article adopts the method of hybrid forecast and comprehensively utilizes
Back-Propagation Neural Network, Markov chain and multi-objective programming
method to improve the accuracy and the reliability of forecasting. Highway net-
work mileage and its grade structure are both predicted, which can better reflect
the quantity and quality requirements of the development of the regional highway
network. As a result, regional highway network planning method is optimized.

In view of the complexity of highway network, more improvements should be
made when deciding the nodes in the input layer of BPNN as well as the classification
of Markov’s status area. Meanwhile, some related factors, such as land use and
natural resources, are not considered in the presented model. Further researches
may focus on taking these factors into consideration when set objective functions
and constraints. In addition, different prediction approaches (statistical methods
(Zou et al. [22], Zou et al. [23]) and other machine learning methods (Jiang et al.
[24]) will be considered to evaluate the performance of the proposed model.

References

[1] J. Chen, J. Chen, Y.Miao, M. Song, Y. Fan: Unbalanced development of inter-
provincial high-grade highway in China: Decomposing the gini coefficient. Transporta-



226 HANG YANG, XIAOQING LI, BING WU

tion Research Part D: Transport and Environment 48 (2016), 499–510.
[2] A.Qi, H.Chen: Research on China construction project management paradigms

change and development in the last 30 years. Procedia– Social and Behavioral Sci-
ences 119 (2014), 321–328.

[3] E.Marin: Demand forecast, congestion charge and economic benefit of an automated
highway network for the Paris agglomeration. Transport Policy 10 (2003), 107–120.

[4] S.Nogués, E.González-González: Multi-criteria impacts assessment for ranking
highway projects in Northwest Spain. Transportation Research Part A: Policy and
Practice 65 (2014), 80–91.

[5] F.Wang, X.Han: Research on the optimal density of highway network. Procedia–
Social and Behavioral Sciences 96 (2013), 1556–1565.

[6] M.Li, W.Chen: Application of BP neural network algorithm in sustainable develop-
ment of highway construction projects. Physics Procedia 25 (2012), 1212–1217.

[7] M.K. Jha, H.G.Ogallo, O.Owolabi: A quantitative analysis of sustainability and
green transportation initiatives in highway design and maintenance. Procedia–Social
and Behavioral Sciences 111 (2014), 1185–1194.

[8] K.W.Tsou, H.T.Cheng, F.Y.Tseng: Exploring the relationship between mul-
tilevel highway networks and local development patterns—–a case study of Taiwan.
Journal of Transport Geography 43 (2015), 160–170.

[9] R.P.Aldrich, J. El-Zabet, S.Hassan, J. Briguglio, E.Aliaj, M. Radcliffe,
T.Mirza, T.Comar, J.Nadolski, C.D.Huebner: Monte Carlo tests of small-
world architecture for coarse-grained networks of the United States railroad and high-
way transportation systems. Physica A: Statistical Mechanics and its Applications 438
(2015), 32–39.

[10] A.Bonnafous: The economic regulation of french highways: Just how private did
they become? Transport Policy, Special Issue 41 (2015), 33–41.

[11] Y.Xu, T.You, C.Du: An integrated micromechanical model and BP neural network
for predicting elastic modulus of 3-D multi-phase and multi-layer braided composite.
Composite Structures 122 (2015), 308–315.

[12] S.Du, R.Xu, D.Huang, X.Yao: Markov modeling and analysis of multi-stage man-
ufacturing systems with remote quality information feedback. Computers & Industrial
Engineering 88 (2015), 13–25.

[13] R. Iwankiewicz: Integro-differential Chapman–Kolmogorov equation for continuous-
jump Markov processes and its use in problems of multi-component renewal impulse
process excitations. Probabilistic Engineering Mechanics 26 (2011), No. 1, 16–25.

[14] V.Khmel, S. Zhao: Arrangement of financing for highway infrastructure projects
under the conditions of Public–Private Partnership. IATSS Research 39 (2016), No. 2,
138–145.

[15] G.D’Amico, F. Petroni, F. Prattico: Reliability measures for indexed semi-
Markov chains applied to wind energy production. Reliability Engineering & System
Safety 144 (2015), 170–177.

[16] I.Mukherjee, S. Routroy: Comparing the performance of neural networks devel-
oped by using Levenberg–Marquardt and Quasi-Newton with the gradient descent algo-
rithm for modelling a multiple response grinding process. Expert Systems with Appli-
cations 39 (2012), 2397–2407.

[17] N.Yang, M.W.Kang, P. Schonfeld, M.K. Jha: Multi-objective highway align-
ment optimization incorporating preference information. Transportation Research Part
C: Emerging Technologies 40 (2014), 36–48.

[18] V.Ojalehto, D. Podkopaev, K.Miettinen: Agent assisted interactive algorithm
for computationally demanding multiobjective optimization problems. Computers &
Chemical Engineering 77 (2015), 105–115.

[19] J.Yi., L. Li, B.Wu, Y.Wang: Research on scale forecast of regional highway net-
work. Transportation Science and Technology 34, (2011), No. 1, 100–103.

[20] Y.Wu, T. Liu: Technical standard of highway engineering. Beijing, China Commu-
nications Press (2014).



A HYBRID MODEL FOR SCALE FORECAST 227

[21] T.W.Heggie: Traveling to Canada for the Vancouver 2010 Winter olympic and
paralympic games. Travel Medicine and Infectious Disease 7 (2009) No. 4, 207–211.

[22] Y.Zou, X.Hua, Y. Zhang, Y.Wang: Hybrid short-term freeway speed prediction
methods based on periodic analysis. Canadian Journal of Civil Engineering 42 (2015),
No. 8, 570–582.

[23] Y.Zou, X. Zhu, Y. Zhang, X. Zeng: A space–time diurnal method for short-term
freeway travel time prediction. Transportation Research Part C: Emerging Technologies
43 (2014), 33–49.

[24] H. Jiang, Y. Zou, S. Zhang, J. Tang, Y.Wang: Short-term speed prediction using
remote microwave sensor data: Machine learning versus statistical model. Mathemat-
ical Problems in Engineering (2016), paper 9236156.

Received November 16, 2016



228 HANG YANG, XIAOQING LI, BING WU



Acta Technica 61, No. 4A/2016, 229–246 c© 2017 Institute of Thermomechanics CAS, v.v.i.

Cascade design and optimization for
hydraulic torque-retarder assembly

Jingyan Wu1, Qingdong Yan1, Cheng Liu1, Wei
Wei1

Abstract. In order to improve the power density of transmission system, a hydraulic
torque–retarder assembly, which is a combination of torque converter and hydraulic retarder, is
proposed. The parameterized torus and blade design approach is carried out, and CFD analysis
processes are automated by programs and secondary development technique. Geometry modeling,
mesh generating and CFD analysis are integrated and a 3D flow design platform is built, thus the
combination of CFD and optimization is realized. The 3D flow design platform is employed to
design a hydraulic torque-retarder assembly and the results show that the new approach is able
to optimize the cascade of hydraulic torque-retarder. A high brake torque is achieved without
sacrificing too much power and efficiency.

Key words. Hydraulic torque-retarder assembly, cascade construction, design optimization..

1. Introduction

Hydraulic transmission, using fluid as the working medium transform between
mechanical energy and fluid kinetic energy, can achieve the purpose of flexible trans-
mission power and auxiliary braking. Since 1905 by the German Hermann Fottinger
invention, after more than one hundred years’ development, at present it has been
widely used in ships, locomotives, engineering machinery, drilling equipment, fans
and various military and civilian vehicles.

The main form of hydraulic transmission is the hydraulic torque converter and
hydraulic coupling (as shown in Fig. 1). The typical automotive torque converter
includes pump wheels, turbine and wheel guided three impellers, wherein the pump
wheel is connected with the power source, the turbine and load side are connected,
and due to the presence of the guide pulley, the torque converter has torque capacity,
which can broaden the stable working range and adaptability of the engine. At the
same time, in order to improve efficiency, integrated hydraulic torque converter is
also equipped with one-way coupling and locking clutch. The hydraulic coupling

1Beijing Institute of Technology, Beijing, 100081, China

http://journal.it.cas.cz
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consists of a pump impeller and a turbine, and the blades are mostly simple straight
blades. This can ensure that the active and passive flexible connection between
the shaft, when the hydraulic coupling is fixed at one end, can play the role of
deceleration brake, known as the hydraulic reducer.

Fig. 1. Typical hydraulic transmission structure diagram

In order to improve the vehicle power density and simplify the transmission sys-
tem structure, the researchers proposed the hydraulic torque converter and hydraulic
reducer function integration program, mainly including the guide wheel reverse type,
such as VOITH DIWA gearbox hydraulic components, as well as the division of
wheel-type hydraulic torque reduction device. A model of traction and braking
characteristics of hydraulic torque reduction device based on one-dimensional beam
flow theory [1]. The flow field analysis of hydraulic torque reduction device is carried
out and its integrated design method is explored. The idling characteristics of the
guide pulley on the basis of CFD, and determined the reasonable boundary condi-
tions of the flow field analysis [2]. With the development of computer technology and
CFD, the design method of hydraulic components is also changed from the tradi-
tional one-dimensional beam theory to three-dimensional flow design. Establishment
of integrated three-dimensional flow design platform, which includes integrates cas-
cade system modeling, CFD analysis and intelligent optimization algorithms, is the
development trend of hydraulic component design at present [3–5].

2. Geometric design of cascades for hydrodynamic torque
reducer

The design of the circulation circle of the hydraulic torque reduction device is
carried out by dividing the work wheel form. There exist two types of structure:
split pump wheel type and split turbine type (as shown in Fig. 2). By adding two
rigidly connected large and small brake wheels, the brake will clutch. In the traction
condition, the brake clutch will separate, and the brake wheel enter the idling state.
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While the brake clutches, the oil flow in the circulation forms a large number of
vortexes. Compared with the splitter pump wheel-type hydraulic torque reduction
device, the split-turbine type requires more than one layer of sleeve shaft, the struc-
ture is more complex, which increases the radial size. Therefore, the design method
of the cascade system is designed, based on the segmented pump wheel-type torque
converter.

Fig. 2. Hydraulic torque reduction gear structure diagram: up–split pump wheel
type, bottom–split turbine type
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2.1. Hydrodynamic torque deceleration device cyclical circle
parametric design

Split pump wheel-type hydraulic torque reduction device cyclic circle is obtained
in the original three-component torque converter on the basis of the pump wheel
division, its pump wheel, turbine circular shape and prototype to keep consistent,
guide wheel circle from the center of the circle. The divided circle of the guide wheel
generates a small braking wheel near the pump impeller part. The part near the
turbine part is reserved as a guide wheel. In the middle, a straight line is used.
The straight line is tangent to the arc, so that the first derivative of the circle is
continuous, thus ensuring good flow characteristics.

In general, the hydraulic torque converter guide wheel circle consists of a circular
arc, and the circular circle is mostly symmetrical. Suppose the prototype torque
converter pulley width is bs, then the hydraulic torque reducer’s axial increment is
defined as the inlet and outlet of the impeller being aligned while the impeller is
divided by 2–3mm and the wheel is in symmetrical movement. In order to ensure
traction performance after the redesign of the torque converter, the axial increment
must satisfy the guide wheel’s width that still remains bs.

2.2. Hydraulic torque reduction device blade parametric de-
sign

Hydraulic torque device installs speed blade design process shown in Figure 3,
Firstly, the design of circular circle and the development of blade are designed. Then
the conformal transformation method is used to map the two-dimensional blade line
to space to form three-dimensional blade.

In order to reduce the impact and minimize the energy loss, we change the current
mainstream hydraulic retarder blade shape. The straight brake wheel blades are
used, that is, their inlet angle and the outlet angle are equal (β1 = β2) and blade bone
line is a straight line. The thickening rule adopts the streamlined thickening, and
the thickness is superimposed on the blade bone line to obtain the two-dimensional
profile of the blade.

Split pump wheel type hydraulic torque reduction gear brake wheel according to
the radius can be divided into large braking wheel and small brake wheel, the cascade
can be regarded as an extension of the pump wheel blades (as shown in Fig. 4), the
large and small brake wheel blades are parameterized by means of deflection angle.
The blade angles are

βS = βP1 − ∆βS, βB = βP2 − ∆βB ,

where ∆β is the brake wheel blade bone line deviation from the pump wheel blade
into and out of the angle: clockwise is positive, counterclockwise is negative. The
subscript S represents a small braking wheel, the subscript B represents a large
braking wheel. The subscript P represents the pump impeller, 1 represents the inlet
and 2 represents the outlet.

The large and small brake wheel blades are modeled with different blade angles,
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Fig. 3. Blade design flow of hydraulic torque reducer

Fig. 4. Brake wheel and pump wheel blade expansion diagram

and their 3D solid shapes are shown below (Figs. 5 and 6).

Fig. 5. Examples of large brake wheel blades: left–∆βB = 15◦, middle–∆βB = 0◦,
right–∆βB = −15◦
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Fig. 6. Examples of small brake wheel blades: left–∆βS = 15◦, middle–∆βS = 0◦,
right–∆βS = −15◦

3. Optimal design of cascades for torque converter based on
CFD

The hydraulic torque device can realize the torque function under the traction
condition and the deceleration function under the braking condition. In the traction
conditions, the brake clutch separates and the brake wheel enters the idling state.
The idling state has an additional impact and friction with hydraulic power losses. In
the braking state, the brake clutch bites and oil serves for the purpose of deceleration.
The design of the hydraulic torque reduction gears needs to be based on the traction
performance as far as it is possible to get good braking performance.

3.1. Optimization design system of hydraulic torque reducer

In order to realize the optimization design of the hydraulic torque reduction
device based on the three-dimensional flow field analysis, a set of integrated opti-
mization system of hydraulic torque reducer with integrated geometric modeling,
flow channel division, CFD analysis and intelligent optimization algorithm was es-
tablished (as shown in Fig. 7).

As shown in Fig. 7, in the case of the torque converter, the main design vari-
ables include the parameters of the circular wheel and cascade brake gears. The
cascade brake gears’ parameters are designed with the above method. Through the
blade modeling and geometric modeling and CFD analysis, the traction and braking
performance is optimized. Finally, the optimization algorithm is used to optimize
the design goal by changing the design variables, so as to form the complete design
flow. The concrete realization process is shown in Fig. 8, first of all, using Matlab
program to achieve the parameterization of the brake wheel blade generation, the
blade profile and circular circle are introduced into the TurboGrid for flow channel
geometry modeling, and then the flow channel geometry is introduced into ICEM-
CFD to automatically divide the unstructured grid. At last, the CFD calculation
model and the CFD calculation model of braking condition are set up respectively.
The characteristics of the hydraulic torque reduction device are calculated to obtain
the performance index. The entire process is supplemented with the script file, com-
mand line, batch processing and other automated processing. By using the platform,
the performance evaluation, parameter sensitivity analysis and optimization design
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of the hydraulic torque reduction device can be realized [6].

Fig. 8. Three-dimensional flow optimization design platform

3.2. CFD calculation model and verification

CFD calculation can directly obtain the internal velocity field, pressure field
and other flow field state parameters distribution of the hydraulic element, and
also extract its torque and other external characteristics. In order to facilitate the
construction of the computational model of the flow field and automatic processing
of the calculation process, the periodic steady state method is used to calculate the
traction working condition of the hydraulic torque–retarder and the characteristics
of the braking working condition.

The geometrical runner model of 1/z (z being the number of blades) was estab-
lished and covered by unstructured mesh. The calculation model of the hydraulic
torque–retarder was established, as shown in Fig. 9. Based on the analysis of the
mesh independence, the number of the mesh cells of each impeller is about 200000
and the total number of cells is 1486276.

Because of the different rotational speeds of impellers in hydrodynamic torque–re-
tarder, the mixed plane model is used to deal with the boundary conditions of the
impeller inlet and outlet interfaces. The different velocity regions are simulated as
"mixed plane" in the interface. The calculated total pressure, velocity, turbulence
kinetic energy, and dissipation rate in the upstream are averaged and then passed
to the downstream region to be a boundary condition for the downstream channel
inlet face. While the average value of the static pressure calculated at the down-
stream channel inlet face can be taken as the boundary conditions of the upstream
runner exit, so the above process will be iterated until it converges. In the inner and
outer rings and the blade surface are used no sliding boundary conditions, that is,
the normal and the tangential velocities and solid velocity of the fluid near the wall
surface are equal. The blades of each impeller of the hydrodynamic torque–retarder
are evenly distributed. The single blade flow channel model is adopted in the cal-
culation model. The periodic boundary conditions are imposed on both sides of the
flow channel, and the impeller is given the boundary condition of speed [3]. CFXTM
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Fig. 9. Computer model of hydraulic torque reduction device

is used to build the CFD model of the hydraulic torque reduction device, and the
CFD model attributes and other settings are shown in Table 1 below.

Table 1. CFD model settings

Analysis of types Steady state calculation

Fluid property Density: 860 kgm−3, dynamic viscosity: 2 × 10−4 kgm−1 s−1

Turbulence model SST (Shear stress transport model)

Interface model Stage (Mixed plane model)

Wall boundary No sliding wall, periodic boundary

The hydraulic torque converter was designed with the 375mm diameter three-
component integrated torque converter as the prototype. The increment of the circu-
lar axial is ∆b = 50mm and the braking wheel blade angle is ∆βB = ∆βS = 0. The
above method is used to design the cascade system of the hydraulic torque–retarder,
and the prototype is processed to test the performance of the traction and braking
working conditions. The results of the CFD model are depicted in Fig. 10.

It can be seen from the comparison chart that the CFD models of the traction
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Fig. 10. Comparison of calculation characteristics and experimental characteristics
of the hydraulic torque–retarder: up–traction working conditions, bottom–braking

working conditions

and braking working conditions have higher precision. The torque ratio of traction
working condition and the efficiency prediction precision are higher. The maximum
torque error is less than 3%, and the torque coefficient of the pump pulley is slightly
higher than the experimental value. The maximum error is less than 7%, and the
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prediction error of the braking torque is within 10%.
The initial prototype test data comparison of the prototype three-component

integrated torque converter and hydraulic torque–retarder is in Table 2 showing
that the hydraulic torque converter power and economy decline after adding brake
wheel, especially the efficiency, the maximum efficiency is less than 80%. The initial
cascade system needs to be optimized and designed.

Table 2. Comparison of performance of the prototype hydraulic torque converter and hydraulic
torque–retarder

K0 λ0 (min2r−2m−1) ηmax (%) λz (min2r−2m−1)

Prototype
torque
converter
test data

2.02 8.7 × 10−6 85.1

Test data
of initial
hydraulic
torque
reducer

1.88 10.2 × 10−6 78.5 3.98 × 10−6

3.3. Hydraulic torque–retarder optimization design

Hydrodynamic torque–retarder adds the brake wheel on the basis of the torque
converter, and it will have a certain impact on the performance of traction condi-
tions. The performance indexes of traction torque converter have many conditions
under a variety of indicators, and the most common are starting torque ratio K0,
starting pump wheel torque coefficient λ0 and maximum efficiency ηmax. The brak-
ing conditions of braking performance can be described by index λz, which is the
coefficient expressing the average braking torque and can be used to characterize
the braking capacity. In the design of hydraulic torque–retarder, the principle is
as follows: 1) The original hydraulic torque converter traction performance is af-
fected as little as possible. 2) The brake torque is as large as possible. In order to
simplify the optimization model, the main performance indicators in the traction
conditions are normalized and then synthesized into the overall performance index
F of the traction condition by using the linear weighting method. The expression is
as follows:

F =
3∑

i=1

mifi ,

where the subscripts 1, 2 and 3 represent, in turn, K0, λ0 and ηmax, mi is a weighting
coefficient given according to the importance degree of each performance index, and
symbols fi represent the difference values between the performance of the hydraulic
torque–retarder and the original torque converter, calculated as

f1 =
K0TC −K0TCR

K0TC
if K0TC > K0TCR, otherwise f1 = 0 ,
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f2 =
λ0TC − λ0TCR

λ0TC
if λ0TC > λ0TCR, otherwise f2 = 0 ,

f3 =
ηmaxTC − ηmaxTCR

ηmaxTC
if ηmaxTC > ηmaxTCR, otherwise f3 = 0 .

The subscript TC denotes a prototype torque converter, and TCR denotes a
hydraulic torque–retarder.

The overall performance index of the traction condition F represents the degree
of deterioration of the performance of the hydraulic torque converter in comparison
with the prototype torque converter. The larger the value is, the more serious is
the deterioration of the traction performance. If the traction condition performance
does not deteriorate, then F = 0. After the establishment of the comprehensive
index, the optimization goal of the hydraulic torque–retarder is reduced to two, and
the optimization design model is simplified to two objectives optimization problem,
namely

minF (fi), maxλz .

3.4. Hydraulic torque–retarder optimization design example

Based on the initial prototype of the hydraulic torque converter with 375mm
diameter, the index weight coefficients mi, i = 1, 2, 3 of the traction working con-
dition are taken, and the optimal parameters are set as ∆b, ∆βS and ∆βB. The
design model is as

minF (f), maxλz, S.T. 50 ≤ ∆b ≤ 65 ,

−15◦ ≤ ∆βB ≤ 15◦, −15◦ ≤ ∆βS ≤ 15◦ .

The AMGA algorithm is a typical second-generation multi-objective genetic op-
timization algorithm, which uses the small population genetic algorithm (AMGA)
based on the archive to optimize the model based on the three-dimensional flow
optimization platform of the hydraulic torque–retarder. It uses an external popula-
tion to archive the elitist solutions, which can use small populations and calculated
quantity to obtain a large number of non-inferior solutions. The main parameters
of AMGA algorithm are listed in Table 3.

Table 3. AMGA algorithm parameter setting table

Crossover
probability

Mutation
probability

Population
size

Algebra External
archive size

1 0.02 24 20 60

A total of 240 searches were conducted. The result is shown in Fig. 11. In total,
31 non-dominated solutions were obtained. Compared with the performance of the
initial hydrodynamic torque–retarder, a series of non-inferior solutions were obtained
and the performances were greatly improved. Selected are the typical four groups
for analysis, as shown in Table 4.
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Fig. 11. AMGA optimization results

Table 4. Typical non-dominated solution

0 1 2 3 4
F 0.223 0.056 0.098 0.121 0.282
λz 3.98 3.915 4.389 4.542 5.816

The 0th group in the table is the objective function value obtained from the
initial prototype test data of the hydraulic torque–retarder, and 1–4 are the typical
non-inferior solutions. It can be seen from the table that there is a contradiction
between the overall performance indexes and braking performance of the traction
conditions, that is, the pursuit of high braking performance is at the expense of the
corresponding sacrifice of the traction performance, so its multi-objective optimiza-
tion results is a series of non-inferior solutions rather than a single optimal solution.
The fourth group solution is characterized by the highest braking torque coefficient,
i.e. the best braking performance, but the expense of traction characteristics is
larger. The deterioration of traction performance of the first group solution is the
smallest, but the braking performance is poor. The two solutions are characterized
by the fact that one of the two objective functions is optimal, but the sacrifice of the
other one is great. In the second and third groups, there is no index which is optimal,
but which is still non-inferior solution. The second group of solutions sacrifices the
traction characteristics of the original torque converter little, and the third group
has good braking performance. Designers can choose different non-inferior solutions
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according to the actual needs. Because the efficiency of the initial hydrodynamic
torque–retarder is low, so in order to improve the traction performance of the hy-
draulic torque–retarder, the parameters of the cascade system of the second group
are selected, and the brake pulley width and blade angle parameters are used to
optimize the braking pulley ruled vane modeling. The large and small brake pulley
three-dimensional models are shown in Figs. 12. Figures 13 and 14 and Table 5 show
the characteristics of the optimized hydraulic torque converter.

The results show that the dynamic property and economy of hydrodynamic
torque–retarder is improved after transformation, and its maximum efficiency is
improved by 5.2%. The torque performance of the hydraulic torque converter is
close to that of the original three-component torque–retarder. The braking torque
coefficient is also increased by 10.3%.

4. Conclusions

At present, the design method of the hydraulic torque–retarder is still 1D calcu-
lation method based on the beam theory. In order to improve the design precision,
a 3D flow design platform of hydraulic torque–retarder is established for the opti-
mal design of the hydraulic torque torque–retarder, which is combined with CFD
simulation and intelligent optimization. The main conclusions are as follows:

Fig. 12. 3D solid of brake pulley and pump pulley blade
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Fig. 13. Contrast of hydraulic torque reduction device characteristics after
optimization: traction working condition

Fig. 14. Contrast of hydraulic torque reduction device characteristics after
optimization: braking working condition

Table 5. Comparison of optimization results
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K0 λ0 (min2r−2m−1) ηmax (%) λz (min2r−2m−1)

Optimization
results of hy-
draulic torque
reducer

2.02 9.3 × 10−6 83.7 4.39 × 10−6

Initial data
of hydraulic
torque reduc-
tion device

1.88 10.2 × 10−6 78.5 3.98 × 10−6

1. The parameterized design method of the circulating circle of the division
pump wheel-type hydraulic torque-reducing device based on prototype hy-
draulic torque converter is proposed, and parametric configuration method
of the brake disc is established, which achieves the parametric design of the
braking pulley cascade.

2. The CFD calculation model of the hydraulic torque converter is established un-
der the braking condition in the traction condition, and the model is validated
by the prototype test. It is proved that the CFD calculation has high precision
and can be used for the design calculation of hydraulic torque–retarder.

3. The 3D flow design platform of the automatic hydraulic torque–retarder with
integrated geometric modeling, channel division, mesh generation and CFD
analysis is constructed, and the 3D flow design of the hydraulic torque–retarder
is realized.

4. The optimization model of hydraulic torque–retarder based on traction work-
ing condition comprehensive performance index F and braking torque coeffi-
cient λz is established. On the 3D flow design platform of hydraulic torque–re-
tarder, the optimization design of the hydraulic torque–retarder is carried out
combined with genetic algorithm, and a series of non-inferior solutions are
obtained. The results show that the hydrodynamic torque–retarder has been
greatly improved in power, economy and braking after being optimized by 3D
flow design.
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Research on virtual technology of data
caching and data real-time allocation

in cloud computing

Zeyu Yu1, Huayun Yu1, Yuncai Zhou1

Abstract. A distributed caching technology based on cloud computing is proposed in order
to enable massive data processing and high concurrent access. On this basis, the LAB equalization
algorithm is used to distribute equally the intermediate data output by the Map output to improve
the load imbalance of the processing data in Reduce end. Through the parallel sampling test
for each block data set, it is found that the distributed caching technology can relieve the server
pressure. The MapReduce model can effectively reduce the running time of the system, which not
only improves the system performance, access speed, reliability and response delay, but also makes
the input data of the Reduce side achieve load balancing.

Key words. Cloud computing, distributed caching technology, massive data, data distribu-
tion, Map Reduce.

1. Introduction

With the development of cloud computing, more and more enterprises will build
their own cloud platform, while more and more applications are supported by the
cloud platform to provide users with cloud services [1]. With the increase in the
number of users accessing the Internet and the large amount of data generated
by sales promotion of certain e-commerce websites at certain times, making the
cloud services popular, at the same time, the needs of the data visits, access speed
and access security rapidly increase. And the distributed processing, distributed
database and cloud storage, virtualization technology of the cloud computing for
provide technical support and basic guarantee for the massive data analysis and
processing [2].

Cloud computing system usually uses MapReduce model to realize the parallel
computing and processing of large-scale data sets. The system uses virtual technol-
ogy to generate virtual resource pool which can be configured and managed indepen-
dently. Virtual resources and computing services are provided for various application

1Yangtze University, Hubei, 434023, China
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systems according to actual demand. MapReduce model is a simplified distributed
programming model and efficient task scheduling model, the model allows developers
do not need to perceive the complex parallel computing and task scheduling of the
background, thereby reducing the programming complexity [3]. For the processing
of the large-scale data accessing the database with high real-life solution, it needs to
be based on the guiding research of the distributed cache technology research and
the integration of the related content. The following topics are discussed in this
paper.

2. Literature review

In recent years, caching system technology has caused quite a stir at home and
abroad, such as virtual data caching technology, cooperative data caching technol-
ogy, network shared caching technology and other distributed caching technology.
At present, the main study focus on two main aspects, the first is that the tech-
nical research of cache theory—to improve the cache algorithm and the innovative
application of architecture, and the second is that theory is applied to the actual
environment, that is, the verification process.

Colorado University in the United States proposed a cache structure, known as
hierarchical cache architecture harvest, the main purpose was to greatly increase
the hit rate range, but the response time to the user also increased [4]. A high-
performance distributed architecture was mentioned, it was a Web proxy server
based on a global memory object buffer pool, the buffer pool was established, in
which data can be shared [5]; Duke University in the Crisp project proposed a the-
oretical method based on central map cooperative cache, but at present only in the
theoretical research stage. Sinisa Srbljic et al. [6] used a distributed network caching
technique to avoid the conflict of network congestion and the excessive load of proxy
proxy [7]. The aim was to find out the optimal number of Proxy Server.Distributed
caching technology is applied to distributed spatial database, P2P, SOA and many
other applications [8].

For Google, Amazon, Alibaba and others Internet companies provide hundreds
of millions of users at all times with demand, so in this case, it will bring massive
data storage and processing problems, but also is an important moment that.test
database load balancing ability. Therefore, the demand in this case, just relying
on a few servers is far from being able to meet these data storage and processing
requirements, if only enhancing the server performance can not change the require-
ments of this case. Google and Amazon are the national top technology aggregation,
their solution is to abandon the traditional relational database, and use the storage
with the key/Value form. Because the distributed cache system of key/Value pair
slowly enter People’s attention due to Google’s big data epoch-making announce-
ment, and the corresponding papers published by Dynamo which is launched by
Amazon and Cassandra which is published by FaceBook, the Tair cache system de-
veloped independently by Alibaba plays a decisive role in the domesticIn [9]. These
successful practices of the top Internet giants in the distributed cache system make
the distributed cache system technology become one of the core technology of cloud
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computing.
At present, the distributed cache system products have been quite mature and

complete, the static cache products are more than the dynamic cache products
in quantity, and the technology is relatively mature than the dynamic. Although
the dynamic cache technology obtain some achievements in some ways, but still in
a stage of exploration and development, namely the confused period, the current
products are mainly JCS, OSCache and Memcached, etc. [10]. From the emergence
of distributed cache technology until now, the technology is mature, the products
are constantly updated, in fact, they emerge because a scientific problem cannot
be solved, and Memcached is a key/value caching system which is wildly used and
emerges to solve these problems.

3. Research contents and methods

3.1. Distributed caching technology

Distributed cache has high performance, dynamic scalability, ease of use, high
availability, distributed code execution and other characteristics [11]. And in or-
der to solve the performance problem under large concurrent and avoid high re-
sponse latency, distributed cache abandons the original relational database, and
uses the key/value form of data storage, accompanied by high-speed memory as
storage medium, which can guarantee the high performance, dynamic scalability of
the system. Moreover, the distributed cache uses multiple copies of NRWmechanism
to avoid the cache single point failure, so as to further ensure the data reliability,
and ultimately data consistency on the basis of improving the speed of data access.
Distributed caching system should also implement the data redundancy mechanism,
which ultimately ensure the security of the system [12].

3.2. MapReduce data distribution problems

MapReduce model take a key value pair (keyin, valuein) as input to output
another key value pairs (keyout, valueout), the above operation is achieved by the
user-defined Map function and Reduce function. The existing processing mechanism
first splits the input data of each Map task, the slice data blocks are executed
in parallel on different nodes, and the slice size is specified by the user according
to the actual situation. Therefore, the data size processed by each Map task is
determinate and basically the same [13]. Based on the intermediate results generated
in the calculation, the Map tasks are partitioned by the default Hash allocation
algorithm. The data set under the same key value are assigned to the same Reduce
node to deal with. Since the size of the data set can be determined after the Map
phase is completed. Therefore, the data volume of each Reduce task has dynamic
uncertainties which shows that the intermediate data output by the Map end is
unbalanced, which leads to the imbalance of the data processing load of the Reduce
end [14].
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3.3. Data allocation algorithm

We use the above principle to evaluate the locality of the data, which is the ratio
of the number of keys at the local node to the number of keys distributed at each
node. Locality of the LAB data allocation algorithm is:

LocalityLAB =

∑N
i=1(ki)

j∑K
i=1 c(ki)

, (1)

where (ki)
j is the number of keyi at the njth node and c(ki) is the sum of the

number of keyi at all nodes.
The balance of input data of the Reduce shows that the data size processed

by Reduce end is basically the same. In the MapReduce system, the end of the job
depends on the slowest sub-tasks, so the operating efficiency is limited by the slowest
Reduce tasks. In the LAB algorithm, the difference in the balance of Doverload is
expressed with overload data, the size is the largest input data volume of the Reduce
end minus the average.

Doverload = max(Dataji )−
TotalData

M
, (2)

where Dataji represents the amount of data at the node nj after assigning the keyi,
which is calculated as follows:

Dataji =

 SumN j =
∑N

i=1 c(ki)
j ,

DataNi−1 + (c(ki)− c(ki)
j),

DataNi−1 − c(ki)
j .

(3)

Here SumN j is the sum of all keys at node nj , and when the key is assigned to
a node, the standard deviation of each node is used to evaluate the equalization of
the assignment, expressed as:

Balance− scoreNi =

√∑M
i=1 (DataNi −Mean)

2

M
. (4)

The LAB algorithm assigns keys with different sets of numbers to the nodes
with the smallest standard deviation. The keys are arranged in descending order of
c(ki)

j values. In order to improve the locality of data allocation, the key is assigned
to the node with the largest number of keys. After the completion of a key value
distribution, the new data on each node is calculated, and then is the next key
allocation. the heuristic method is used to assign the data set in turn which is
correspond to the N key values distributed in the M nodes to the desired Reduce
nodes.
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4. Results analysis

4.1. Distributed cache

4.1.1. Overall structure diagram. Considering the function of distributed caches
and the model architecture of distributed memory data, the specific and effective
concordance is achieved by the distributed and coordinated mechanism of Zookeeper,
and a distributed cache architecture is realized. Distributed cache overall structure
is shown in Fig. 1 [15].

Fig. 1. Distributed cache overall architecture diagram

4.1.2. Reliability testing. The distributed cache system environment is tested
for reliability, including data recovery and data integrity testing for each cache node.
The test results are shown in Table 1.

Table 1. Data recovery time table

Add or delete the cache nodes Data recovery time (s)

No-operation About 2.2

Commodity fuzzy query About 3

It can be seen that the distributed cache system can meet the requirements
of application and meet the system performance requirements. The distributed
memory data management has high reliability and high expansibility, and contains
powerful fault tolerance and self-repair function.
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4.2. Data distribution

4.2.1. Working time. In different allocation strategies, the execution time of the
system varies with the inclination of the data set, as shown in Fig. 2. The data set
size is 1G, and depicted is an enlarged view of the LABWC working change curve.

Fig. 2. Running time under different inclination

It can be seen that for different size of data set the running time increases with
increasing tilt and the time difference tends to increase. This is due to the increase
of the inclination. In the NWC mode, it takes more time to wait for the data from
the Reduce side to complete the job. The COWC method needs to merge more data
sets, and the LABWC method needs to balance the more inclined data. At the same
time, the overall operation time of LABWC operation mode is smaller than that of
NWC and COWC, and the change of the time difference of the different inclination
is small, and the time difference shows a decreasing trend.

WordCount experiment was conducted on the data set with 1.5 degree inclination.
The relationship between the running time of the system and the size of the data
set is shown in Fig. 3.

It can be seen that the run-time increases with the increase of data set for data
sets with different data set but different inclination. The run-time gap between
LABWC and NWC and COWC is significantly increased with the increase of pro-
cessing data set. It can be seen from the 2G data set experiment that the LABWC
running time is about half of the NWC running time and about one third less than
the COWC operation. It is shown that the improved LAB algorithm can effectively
improve the efficiency of parallel operations.

4.2.2. Load balancing. The standard deviation is used to evaluate the load bal-
ance. The ordinate Stdev represents the standard deviation. The abscissa is the
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inclination of the data set. The smaller the value of Stdev, the better the load
balance of the processed data. The data set with the size of 1G and the inclina-
tion between 0.1 and 1.5 was used to carry out the WordCount experiment. The
experimental results show that the load balance results are shown in Fig. 4.

Fig. 3. Running time of data sets of different sizes

Fig. 4. Load balance of reducing end with different inclination

It can be seen from the figure, Stdev’s change trend and execution time trends
are basically consistent, while reflecting that the smaller degree of tilt, the load
balance of the difference smaller. With the increase of the inclination degree, the
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advantage of load balancing of Reduce end under LABWC mode appears. The
results show that the LAB allocation strategy based on the sampling results can
effectively improve the balanced distribution of the intermediate data of the Map
end, and make the Reduce end handle the data size balance. When the inclination
is 1.5, the load balance of different size data set is shown in Fig. 5.

Fig. 5. 5 Load balance of different size data set

It can be seen from the figure that the Stdev values of LABWC under different
data sets are smaller than those of other methods. With the increase of data set, the
Stdev values of different operation modes show an increasing trend, but the increase
of NWC and COWC modes is significantly greater than the LABWC operation
mode, therefore, LABWC operation mode has obvious advantages of load balancing.

5. Conclusion

We studied how to use distributed caching technology in cloud computing to solve
the problem in the massive data processing platform to ensure high performance,
high access speed, low latency and high reliability of the system. The deployment
and the overall architecture design of distributed caching system is proposed and
discussed

The LAB algorithm is used to optimize the unbalanced distribution of the inter-
mediate data. The improved LAB algorithm can balance the locality of the data
and input of the Reduce end, which greatly improves the efficiency of parallel oper-
ations. Performance verification is performed on the distributed cache open source
platform through an experimental cluster. The experimental results show that this
method can distribute the load balance data for the Reduce end, and can solve the
performance bottleneck of the unbalanced input data in the Reduce side.
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Research on the winding control
system in winding vacuum coater

Wenbing Jin1, Suo Zhang1, Yinni Jin2

Abstract. A method of control of the winding speed and rewinding or unwinding tension
of the rolling high-vacuum continuous coating machine is proposed. The method is based on
control of the armature current of the DC motor. Its time variation is caused by a lot of factors,
such as the film winding tension, motor constant friction, electrical load that can change with the
speed of the friction, unload acceleration and deceleration resistance, acceleration and deceleration
with a load resistance, current introduced by the rolling tension of the film and others. All these
factors may influence the tension. Thus, the control of the rolling tension can be achieved through
control of the armature current. In order to find the relation between this current and tension, we
first established a mathematical model in accordance with the principle of the rewinding system.
Based on its analysis, we designed an alternative rewinding automatic control system. Our work
shows that the proposed automatic control system exhibits a quite satisfactory performance and
properties. This is also confirmed by its successful application in industry.

Key words. Winding control, rewinding; unwinding, tension, armature current, speed.

1. Introduction

There are three schemes of existing winding control for selection: one is the
tension closed-loop control scheme (speed mode). A feedback signal derived from
the tension detecting device cooperates with the tension setting value to constitute
a PID closed-loop control circuit, which adjusts motor speed to achieve the purpose
of tension control. The second kind is tension open-loop control scheme (torque
mode). By controlling the output torque of the motor, the objective tension can
be controlled. The principle is that by setting the value of tension and volume, the
torque can be calculated. This scheme does not need tension detection feedback,
but for frequency converter working method and closed-loop vector control mode, a
speed measuring coder and a reel diameter sensor must be equipped. In addition,
the influence of rotational inertia in acceleration and deceleration process should be
considered. The third kind is the tension closed-loop control scheme (torque mode).

1Zhejiang Institute of Mechanical & Electrical Engineering, Hangzhou, 310000, China
2School of Lehigh University, 27 Memorial Drive West, PA 18015-3086, USA
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The tension detection feedback closed-loop control is added on the open-loop tension
control scheme to realize the technique. The working principle is that PID closed-
loop circuit can be obtained and output torque command can be adjusted by tension
detection feedback signal and tension setting value, which would guarantee the high
precision of tension control. These above control methods all should be equipped
with a feedback sensor measuring the tension or radius.

Usually, the winding part is installed in the vacuum chamber, and vacuum degree
is there high when working. The more components installed in vacuum chamber, the
more poles elicited from the lead wires can greatly influence the vacuum degree. In
addition, sensor could cause discharge when the tension or speed increases in high-
vacuum environment. A control system without rewinding/unwinding tension sensor
and reel diameter sensor was proposed to meet the requirements of the performance.
The tension values can be obtained and controlled by two parameters: DC motor
output torque and winding diameter.

2. Methods

2.1. Profile of continuous high–vacuum winding coater

Winding control plays an important part in control of continuous high–vacuum
winding coating machine, whose structure diagram is shown in Fig. 1.

Fig. 1. Structure of winding or unwinding system

The corresponding components M1 and M3 are rewinding and unwinding motors,
respectively and M2 is a water-cooled main roller motor. Symbols ω1, ω2 and ω3 are
the angular velocities of the three electric motors and n1, n2 and n3, respectively,
are their revolutions. Symbol v denotes the line speed of film winding, and symbols
F1 and F3 stand for the rewinding and unwinding tensions, respectively.

In order to ensure a constant value of the line speed and tension in the winding
process, both these quantities should be adjusted appropriately.
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2.2. Analysis of winding motor

We take DC motor M1 for example. The motor is described by several equations.
The equation for voltage can be written in the form

Ua1 = Ra1ia1 + La1
dia1
dt

+ E1 = Ra1ia1 + La1
dia1
dt

+Ke1Φ1n1 , (1)

where Ua1 is the armature voltage, Ra1 denotes the armature resistance, La1 stands
for the armature leakage inductance, E1 represents the armature electromotive force,
Φ1 is magnetic flux, n1 stands for the motor speed and Ke1 represents the torque
constant.

As quantities Ra1, La1, Ke1 and Φ1 may be considered constant, we can put
Ke1Φ1 = K1, so that

Ua1 = Ra1ia1 + La1
dia1
dt

+K1n1 . (2)

The effective torque of rewinding control is described by the equation

TL1 = F1R1 . (3)

The relationship between motor rotation angular velocity ω1 and motor speed n1
is

ω1 =
2π

60
n1 . (4)

Now, we will deal with the analysis of the load of M1. There are many parameters
we should consider, for example the film winding tension, constant friction force of
load, variable friction coming from the rotation of load, no-load speed resistance,
loading speed resistance, etc. Symbol ia1 denotes the armature current, which is the
sum of the currents passing through the 5 parts.

ia1 = iT1 + iFC1 + iFω1 + iJC1 + iJω1 , (5)

where

1. Current ia1 varies with the change of tension and coil diameter by the formula

iT1 =
F1R1

KT1Φ1
=

1

KT1Φ1

30v

πn1
F1 . (6)

2. Current iFC1 can be obtained when the system is to overcome the constant
friction; the current is derived when the system is under the no-load working
state, and when the speed is a stable low speed. It is normally obtained when
the system is working at the minimum speed (close to 0 rpm) and in a no-load
working state, which is of the constant character.

3. Current iFω1 is obtained when the system is to overcome variable friction
force: the current and motor speed n1 have a linear curve in a certain speed
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range. There holds
iFω1 = K2n1 , (7)

where K2 is a constant value.

4. Current iJC1 is an inherent acceleration and deceleration current of machine
caused by load inertia, which is proportional to variation rate of the motor
speed; it is given by the formula

iJC1 = Jc1
1

KT1Φ1

dω1

dt
= Jc1

1

KT1Φ1

2π

60

dn1
dt

, (8)

where Jc1 is the no-load inherent inertia. Its value is constant and can be
obtained from the no-load test. The rated voltage is added to the no-load
motor, the time t is calculated when the rewinding system accelerates from
0 rpm to the nominal speed ωN . The current iJc can be obtained when the
motor works at the rated speed according to the formula

iJc = i− iFc − iFω , (9)

where iFc refers to the current when the no-load motor works at a stable
minimum speed and iFω is the current obtained when the motor works at the
rated speed ωN to overcome the variable friction force. The value of current
iFω may be obtained from the relation

Jc1 = iFω
t

ωN
KT1Φ1 . (10)

5. Current iJω1 is an acceleration and deceleration current caused by the change
of winding inertia of the film coater in the process of winding. It is given by
the formula

iJω1 =
J1

KT1Φ1

dω1

dt
=

1

2

∑
(mir

2
i )

KT1Φ1

dω1

dt
=

=
1

2

R2
1πR

2
1L1ρ1

KT1Φ1

dω1

dt
=
π2

60

ρ1L1R
4
1

KT1Φ1

dn1
dt

. (11)

Here, ρ1 is the density of winding film, L1 is the width of the winding film, R1

is the radius of winding film roll. The numerical value of R1 is continuously
changeable in the winding process.

When the minimal volume diameter of the core is Rmin 1, then

iJω1 =
π2

60

ρ1L1

KT1Φ1

dn1
dt

(R4
1 −R4

min 1) , (12)

and after substitution R1 = 30v/(πn1) we finally obtain

iJω1 =
π2

60

ρ1L1

KT1Φ1

dn1
dt

(
304v4

π4n41
−R4

min 1

)
. (13)
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Substitution of (6), (7), (10) and (13) into (5) provides

ia1 =
1

KT1Φ1

30v

πn1
F1 + iFC1 +K2n1 + Jc1

1

KT1Φ1

2π

60

dn1
dt

+

+
π2

60

ρ1L1

KT1Φ1

dn1
dt

(
304v4

π4n41
−R4

min 1

)
= iFC1 +

30

KT1Φ1π

v

n1
F1 +K2n1 +

+
Jc1

KT1Φ1

π

30

dn1
dt

+
304

60π2

ρ1L1

KT1Φ1

v4

n41

dn1
dt

− π2

60

ρ1L1R
4
min 1

KT1Φ1

dn1
dt

. (14)

2.3. Analysis of winding motor and main rolling motor

A similar equation for motor M3 can be obtained as above

ia3 = iT3 + iFC3 + iFω3 + iJC3 + iJω3 =
1

KT3Φ3

30v

πn3
F3 + iFC3 +K4n3 +

+ Jc3
1

KT3Φ3

2π

60

dn3
dt

+
π2

60

ρ3L3

KT3Φ3

dn3
dt

(
304v4

π4n43
−R4

min 3

)
=

= iFC3 +
30

KT3Φ3π

v

n3
F3 +K4n3 + Jc3

1

KT3Φ3

2π

60

dn3
dt

+

+
304

60π2

ρ3L3

KT3Φ3

v4

n43

dn3
dt

− π2

60

ρ3L3R
4
min 3

KT3Φ3

dn3
dt

. (15)

Finally, the revolutions of the main rolling motor are described by the following
differential equation

Tm2Ta2
d2n2
dt2

+ Tm2
dn2
dt

+ n2 =
ua2

Ke2Φ2
− 1

KT2Ke2Φ2
2

(
Ta2

dTL2
dt

+ TL2

)
, (16)

where Tm2, Ta2 and TL2 represent the electric time constant of main rolling motor
M2, armature circuit and winding vacuum coater with the winding film width of L,
respectively. These parameters are given by the formulae

Tm2 =
JG2Ra2

KT2Ke2Φ2
2

, Ta2 =
La2

Ra2
.

3. Results

The main rolling motor is used to keep the film linear velocity constant. The
mechanism design considered that when the tension of winding/unwinding motor is
above 50N and when winding tension F3 is slightly higher than 5%–10% of unwind
tension F1 in actual use, the film coater would not slip in the main rolling motor.
Thus, we can draw the conclusion that a constant line speed could be kept in film
winding process as long as the rotation speed of main rolling motor is constant.



262 WENBING JIN, SUO ZHANG, YINNI JIN

F
ig.

2.
C
ontrol

functional
block

diagram
of

the
hom

e
roll

m
otor



RESEARCH ON THE WINDING CONTROL 263

F
ig
.
3.

C
on

tr
ol

sy
st
em

bl
oc
k
di
ag
ra
m

of
th
e
ho

m
e
ro
ll
m
ot
or



264 WENBING JIN, SUO ZHANG, YINNI JIN

Line speed V , main rolling motor revolutions n2 and angular velocity ω2 are
connected by the relation

V = ω2R2 =
2π

60
R2n2 , (17)

where R2 is the radius of main rolling motor, which is a constant value.
The control scheme of the main roller motor is PI control of DC speed regulating

system. The control principle block diagram is shown in Fig. 2, and the transfer
function block diagram is shown in Fig. 3.

4. Discussion

According to formula (14), the working current of the motor is determined by
detecting the rotate speed of the motor n1 and linear velocity v of the film coater,
when a certain value of unwinding motor tension is given. So the tension control
would be turned to the working current control. The control system block is shown
in Fig. 4, where, Ia1s is the given working current of the motor calculated from
equation (14) for the given tension value F1.

The tension control in the winding part could be transformed to the current
control which is similar to the unwinding part. The motor working current Ia3s was
calculated from equation (15) .

The parameters of control system wiring are shown in Table 1, and the flow chart
is shown in Fig. 5.

Table 1. Parameters of control system wiring

HMI touch
pad

S7-200
CPU226CN

EM235 4AI/1AQ EM232 2AQ

No Address Function Component model

1 I0.0–I0.2 winding rotate speed optical encoder TRD-J-S

2 I0.3–I0.5 unwinding rotate line speed optical encoder TRD-J-S

3 I0.6–I1.0 winding rotate line speed optical encoder TRD-J-S

4 AIW0 main roller speed 4-20mA

5 AIW2 winding motor real arma-
ture current

4-20mA

6 AIW4 unwinding motor real arma-
ture current

4-20mA

7 AIW0 unwinding motor given ar-
mature current

4-20mA

8 AIW4 winding motor given arma-
ture current

4-20mA
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Fig. 5. Functional block diagram of the control program
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5. Conclusion

The relative difficulty of system debugging was caused due to the lack of tension
sensor or direct measurement to the roll diameter sensor. A high system reliability
and normal working state can be obtained after more than half a year operation, In
the debugging process, two control systems have been compared: one is the system
with tension sensor and the other without it. The two systems both work under the
standard atmospheric pressure. The result shows that tension control uniformity
of the control system without tension sensor can reach the accuracy of about 3%,
which has been able to meet the actual needs of reflective film coating.

References

[1] Group Schneider: Three phase digital variable speed controllers for DC motors in-
terface extension option board VW1-RZD101. User’s manual EB (2012), 32–45.

[2] J. C. Ponsart, D.Theilliol, C.Aubrun: Virtual sensors design for active fault
tolerant control system applied to a winding machine. Control Engineering Practice 18
(2010), No. 9, 1037–1044.

[3] S. J.Dodds, G. Sooriyakumar: Observer based robust tension control for a seg-
mented stator coil winding machine. Proc. IEEE International Symposium on Indus-
trial Electronics, 27-30 June 2011, Gdansk, Poland, 1925–1930.

[4] L.Wang, W.Y. Lu, L.Wang: A study of the tension-observer-based winding tension
control system. Computer Engineering and Science 30 (2008), No. 4, 56–67.

[5] L.Morrone, P.A. Frigeri, J. Bertomeu: Low cost vacuum web coating system.
Vacuum, Part B 122 (2015), 337–341.

[6] G.H. S. Schmid, C. Eisenmenger-Sittner: A method for uniformly coating pow-
dery substrates by magnetron sputtering. Surface and Coatings Technology 236 (2013)
353–360.

[7] L.Chen, K.K.Chang, Y.Du, J. R. Li, M. J.Wu: A comparative research on mag-
netron sputtering and arc evaporation deposition of Ti–Al–N coatings. Thin Solid Films
519 (2011), No. 11, 3762–3767.

[8] F. S. Le Blanc, J. Fleischer, M. Schmitt, M.Unger, J. Hagedorn: Analysis
of wire tension control principles for highly dynamic applications in coil winding: In-
vestigation of new tension control devices for noncicurlar orthocyclic coils. Proc. IEEE
International Electric Drives Production Conference (EDPC), 15-16 Sept. 2015, Nüren-
berg, Germany, 1–8.

[9] V.T.Duong, P.T.Doan, J.H.Min, H.K.Kim, S. B.Kim, J.H. Jeong, S. J.Oh:
Active real-time tension control for coil winding machine of BLDC motors. Proc. IEEE
International Conference on Advances in Computing, Communications and Informat-
ics (ICACCI), 24-27 Sept. 2014, Delhi, India, 765–770.

[10] F.He, J.Han, Q.Wang: Fuzzy control with adjustable factors in tension control
system. Advanced Materials Research 902, (2014), 201–206.

Received November 16, 2016



268 WENBING JIN, SUO ZHANG, YINNI JIN



Acta Technica 61, No. 4A/2016, 269–280 c© 2017 Institute of Thermomechanics CAS, v.v.i.

Hybrid discrete-time modelling and
explicit model predictive control for
brushed DC motor speed control1

Zhaozhun Zhong2∗, Miao Guan2, Xinpei Liu3

Abstract. The development of an innovative EMPC (Explicit Model Predictive Control)
scheme for brushed DC (Direct Current) motor speed control is traced to overcome the control
difficulties encountered in practice. Based on multi-parametric linear/quadratic programming,
EMPC moves the online iteration algorithm of optimal control problem off-line to reduce the online
computation time. By dividing the switching period into subperiods, a hybrid discrete-time model
of the brushed DC motor system, which reflects the switching and hybrid nature of the system,
is derived for EMPC controller design. The proposed EMPC scheme achieves better performance
by coordinate control and the steady state error is eliminated by feedback correction. In addition,
EMPC is more suitable for implementation on digital controllers compared with existing continuous
controllers. Simulations show the effectiveness of the proposed method compared with conventional
ones under unmodelled disturbances.

Key words. Explicit model predictive control, brushed DC motor, speed control.

1. Introduction

With the advantages of torque coefficient, high reliability and excellent overload
capacity, brushed DC motors are widely used in industry [1, 2]. The motor control
system plays an important role in the smooth and rapid operational performance of
the brushed DC motor system. When working at low speed, many problems, such
as steady state error, instability, oscillation and so on, can be caused by unmodelled
disturbances [3].

In the literature, the speed control of the brushed DC motor has been studied for

1This work was partially supported by National Natural Science Foundation of China (61304095
& 61403254), Natural Science Foundation of Jiangsu Province (BK20130317), Shanghai Natural
Science Foundation of China (13ZR1428500) and Jiangsu Planned Projects for Postdoctoral Re-
search Funds (1302103B).

2School of Iron & Steel, Soochow University, Suzhou, Jiangsu, 215000, China
3School of Urban Rail Transportation, Soochow University, Suzhou, Jiangsu, 215000, China
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decades, and many methods have been proposed. PID control schemes are widely
used in the speed control of the brushed DC motor due to its simplicity and re-
liability. However in the case of unmodelled disturbances, the performance of the
PID is deteriorated [4]. The unmodelled disturbances, such as input source voltage
variations, frictions, load torque variations and so on, are major problems remain
unsolved in the speed control of the brushed DC motor. Many researchers have pro-
posed new methods for the speed control. The support vector machines are studied
in [5] to meet the design requirements. Wiener-type neural network is studied in [6]
to improve the speed control performance of the system. An adaptive robust speed
control is proposed in [7] based on a disturbance observer. Backstepping-based out-
put feedback controller is studied in [8]. The performance of the above mentioned
modern controllers have been verified by simulations and experiments.

Among these modern control strategies, one research direction with significant
potential is coordinated control using a MPC (Model Predictive Control) algorithm
which have already been proposed in the brushed DC motor control [9]. In the lit-
erature, MPC is regarded as an efficient control strategy based on the completely
multivariable system framework [10]. There are several aspects, such as the abil-
ity to perform optimization and constraint handling, make MPC strategy attractive
to both practitioners and academics. Relying on a dynamic model of the process,
the traditional MPC schema uses a receding horizon control principle and the op-
timal control problem is solved by on-line iteration. As a result, the application of
MPC strategy needs expensive on-line computation power and MPC is labeled as
a technology for slow processes. Recently, EMPC is proposed to handle this prob-
lem [11–13]. EMPC moves all the computations necessary for the implementation
of MPC off-line using multi-parameter programming, while preserving all its other
characteristics. EMPC divide the state space into critical regions off-line and for
each critical region the optimal control law is fixed and given. Therefore, EMPC
reduces on-line computation time and renders MPC suitable for fast systems such
as switched power converters. For power electronics, EMPC has been studied in
some electrical drives [14]. As for brushed DC motor speed control, the application
of EMPC strategies is still under investigation.

According to the circuit topology and switching philosophy, this paper proposes
a hybrid discrete-time modelling method for brushed DC motor speed control which
is simple and adequate as a predictive model. Based on the discrete-time model,
EMPC strategy is developed to reduce the on-line computation time and regulate the
output voltage under a wide range of operating conditions. As a result, the dynamic
performance is developed and the complexity of controller is greatly reduced [15].

Besides these benefits, the proposed EMPC respects all the constraints of the
brushed DC motor speed control system including the current constraint of the
armature, the input constraint, the input rate constraint, which is difficult to handle
in the conventional control strategies.
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2. Physical structure and mathematical model

2.1. Physical structure

An overview of the brushed DC motor is given in this section to illustrate the
background of the control problem. Fig. 1 depicts the circuit topology and physical
setup of the brushed DC motor where ω represents the angular speed, u denotes
the input voltage, L, i, R, and E are equivalent inductance, current, equivalent
resistance, back-EMF of armature respectively. Symbol J denotes the total inertia
of the system, f is the friction coefficient, Es and is are the excitation voltage and
current, respectively.

Fig. 1. Physical setup of brushed DC motor

As stated in introduction, angular speed control of the brushed DC motor is an
important topic. There are main three kinds of angular speed control method in
practice: change of the input voltage u, tuning of the resistance R, and change of
the excitation voltage Es. The first method is the most frequently used for small and
medium brushed DC motors. Changing of the input voltage is usually accomplished
by the PWM (Pulse Width Modulation) method. A switch is inserted into the
power supply circuit, the power supply is turned on and off periodically with fixed
frequency. The averaged input voltage Ud is determined by the percent of Ton with
respect to switching period T (i.e., Ton/T ), which is called the duty cycle d. As a
result, the angular speed of the brushed DC motor can be controlled by the duty
cycle d.

2.2. Mathematical model

Mathematical model of the brushed DC motor can be derived by choosing x(t) ∈
[i, ω]T as the state vector. For each switching period T , the system has different
dynamics in Ton and Toff , which are referred to as different modes. By applying
Kirchhoff’s Voltage and Current Laws, and Newton’s Dynamic Law, we have the
continuous time state space model for each mode.
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2.2.1. Model 1 (Ton).

ẋ = Fx+ g =

[
−R

L −Ce

L
CM

J − f
J

]
· x+

[
1
L
0

]
· u , (1)

y = [0 1]x . (2)

2.2.2. Model 2 (Toff).

ẋ = Fx =

[
−R

L −Ce

L
CM

J − f
J

]
· x , (3)

y = [0 1]x . (4)

where Ce and CM are the voltage coefficient and torque coefficient of the brushed
DC motor, respectively.

For the optimal control problem formulation, a discrete-time prediction model is
needed. The model should be beneficial to capture the evolution of the states not
only at time instant kT but also within the switching period which would be able to
impose system constraints on intermediate samples. This could be done by dividing
the period length T into v subperiods T0, which is shown in Fig. 2 (take v = 3 for
example).

Fig. 2. Position of the switch and active mode in the respective subperiod

According to the switch position and continuous time model, we have different
models for the three different modes of subsystems.
Mode 1: ξ(n+ 1) = Φξ(n) + Ψ, d(k) ≥ (n+ 1)/v,
Mode 2: ξ(n+ 1) = Φξ(n), d(k) ≥ n/v,
Mode 3: ξ(n+ 1) = Φξ(n) + Ψ(vd(k)− n), n/v ≤ d(k) ≤ (n+ 1)/v, where

Φ = eFT0 , (5)

Ψ =

∫ T0

0

eF (T0−t) dt · g =

∫ T0

0

eFt dt · g . (6)

The corresponding matrices F and g are given in (1)–(4).



HYBRID DISCRETE-TIME MODELLING 273

3. Proposed control schema: EMPC

3.1. Hybrid discrete-time modelling

In order to implement the EMPC scheme, an adequate discrete-time model should
be derived at first step. The discrete-time model must be accurate enough to guar-
antee satisfactory performance and sufficiently simple for controller design.

Start from the normalized continuous state space model (1)–(4). Divide the
switching period into three equal intervals as shown in Fig. 2. We have the hybrid
discrete time state space model of the brushed DC motor in hybrid (piecewise affine)
form given as follows

x(k + 1) =

 Φ3x(k) + 3Φ2Ψd(k) d(k) ∈ [0, 1/3].
Φ3x(k) + Φ2Ψ + 3ΦΨ(d(k)− 1/3) d(k) ∈ [1/3, 2/3].
Φ3x(k) + Φ2Ψ + ΦΨ + 3Ψ(d(k)− 2/3) d(k) ∈ [2/3, 1].

, (7)

where matrices Φ and Ψ are given by (5) and (6).

3.2. EMPC based on multi-parametric programming: a
brief review

For the sake of the readers’ convenience, a brief review of EMPC based on multi-
parametric programming, which has been applied to typical linear quadratic control
for constrained systems [15], is given in this section.

Consider a discrete-time MIMO LTI (Linear Time-Invariant) system of the reg-
ular form: {

x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k)

(8)

subjected to the constraints

xmin ≤ x(k) ≤ xmax, ymin ≤ y(k) ≤ ymax, umin ≤ u(k) ≤ umax (9)

at all time instants k ≥ 0. In equations (8)-(9), the state vector x(k) ∈ Rn, output
vector y(k) ∈ Rq, and the input vector u(k) ∈ Rp, the state space matrices A, B
and C are of proper dimension.

In the literature, for system (8), MPC solves the following optimization problem

min
U

∆
={uk,··· ,uk+Nu−1}J (U, x(k)) = x

′

k+Np
Pxk+Np

+

Np−1∑
j=0

[
x
′

k+jQxk+j + u
′

k+jRuk+j

] (10)

subjected to system dynamics and constraints.
The idea of MPC is the construction of an optimal control input sequence U∗ ={

u∗k, u
∗
k+1, · · · , u∗k+Nu−1

}
, which minimizes the cost function J in (10) with respect
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to the state, output and input constraints (9). And MPC employs the receding
horizon control principle, only the first step of the control input U∗ (i.e., u∗(k)) is
taken into the system at the time instant k. As for k + 1, the whole procedure will
be repeated once again, that is, this optimal programming will be taken over and
over again along the control time sequence. MPC has been regarded as one of the
practical modern control strategies. However, it usually has the drawback of heavy
on-line computational burden. As a result, the application of MPC strategy needs
expensive on-line computation power and MPC is labeled as a technology for slow
processes. In this paper, we adopt a recently proposed EMPC strategy based on
multi-parametric programming which is able to move all the computations of MPC
off-line. And the resulting controller is an explicit piecewise affine function of the
states which is suitable for the discrete-time hybrid model of the brushed DC motor
derived in Section 3.1.

By substituting xk+j = Ajx(k) +
∑j−1

m=0A
j−m−1Buk+m, the optimal problem

(10) can be rewritten in compact form as

V ∗(xk) =
1

2
x
′

kY xk + min
U

{
1

2
U
′
HU + x

′

kFU, s.t. GU ≤W + Exk

}
, (11)

where U =
[
u
′

k, u
′

k+1, · · · , u
′

k+Nu−1

]′
is the optimization vector, and H, F , Y , G,

W , E are obtained from Q and R in (10). As proposed in [10], the quadratic
problem (11) can be solved by multi-parametric quadratic programming. By setting
z

∆
= U +H−1F

′
xk, (11) can be transformed into the form

V ∗z (xk) = min
z

1

2
z
′
Hz s.t. Gz ≤W + Sxk , (12)

where S ∆
= E +GH−1F

′
and V ∗z (xk) = V ∗(xk)− 1

2x
′

k(Y − FH−1F
′
)xk.

For the multi-parametric quadratic programming of problem (12), we introduce
the following result which is the key to construct a piecewise affine state-feedback
control law for EMPC.

Lemma 1 [11]: For a quadratic programming problem stated in (12), let z = z∗0 be
the optimal solution for a given state x0

k and
{
G̃, W̃ , S̃

}
is the uniquely determined

set of active constraints G̃z∗0 = W̃ + S̃x0
k. Assume that the rows of G̃ are linearly

independent, and let CR0 be the set of all vectors xk for which the combination of
constraints

{
G̃, W̃ , S̃

}
is active at the optimum (CR0 being referred to as critical

region). Then, the optimal solution z∗ of (12) is a uniquely defined affine function
of xk

z∗ = H−1G̃
′
(
G̃H−1G̃

′
)−1 (

W̃ + S̃xk

)
(13)
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over the polyhedral region CR0 defined by

GH−1G̃
′
(
G̃H−1G̃

′
)−1 (

W̃ + S̃xk

)
≤W + Sx0

k (14)

and (
G̃H−1G̃

′
)−1 (

W̃ + S̃xk

)
≤ 0 . (15)

To summarize, multi-parametric quadratic programming systematically subdi-
vides the space X of parameters xk into critical regions (CRs). For every CR, the
optimal solution z∗ is an affine function of xk. Once the critical region CR0 has been
defined, the rest of the space CRrest ∆

= X\CR0 can be explored and new critical
regions will be generated by an iterative algorithm which partition CRrest recur-
sively. As for the iterative algorithm, interested readers may refer to related articles
of EMPC [11].

As a result, the state space X is divided into critical regions, and in each region,
the optimal solution z∗(xk) is an affine function of xk (i.e., z∗(xk) is piecewise affine)
which can be calculated off-line.

3.3. EMPC controller design

A simple brushed DC motor is taken as an example to the implementation of
EMPC strategies. Its parameters are given as follows: u = 12V, L = 0.329mH,
R = 1.4 Ω, Ce = 0.06V·s/rad, CM = 0.08N·m/A, J = 0.0137 g·m2, and f =
0.008N·m·s/rad. The hybrid discrete-time model can easily be derived from these
parameters.

The control objectives are to regulate the output voltage to its reference, or in
other words, to minimize the output voltage error ωo,err = ωo − ωo,ref with respect
to the constraints on the armature current, input duty cycle and input rate. Addi-
tionally, we introduce the difference of two consecutive duty cycles

∆d(k) = d(k)− d(k − 1) .

Define now the penalty matrixQ = diag(q1, q2) and vector ε(k) = [ωo,err(k),∆d(k)].
The performance index function is given as

J =

N−1∑
k=0

εT(k)Qε(k) . (16)

Based on the piecewise affine discrete-time linear model (7) and performance
index function (16), piecewise affine EMPC controllers can be designed according to
the standard procedure discussed in Section 3.2.
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4. Simulation and experiment results

Dynamic simulations using Matlab were carried out to evaluate the performance
of the proposed EMPC strategy. The simulations were performed on a mathematical
model which is tuned in agreement with the real plant and adequately grasps the
dynamic behavior of the brushed DC motor. Therefore, they are very useful for
tasks such as high performance controller design and evaluation.

For the sake of comparison, we also report simulation results of the conventional
PI algorithm which adjusts the control input of the PWM according to the difference
between the output angular speed and the reference speed. The PI regulators are of
the form

d(k) = 0.02 (ωo,ref − ωo) + 0.004

∫
(ωo,ref − ωo) dt ,

which were developed by on-line tuning.
As far as the characteristics of the brushed DC motor system are concerned,

we choose prediction horizon N = 6 for EMPC. The weight matrices are selected
as Q = diag(0.01, 5). The constraints are taken from the parameters 0 ≤ d ≤ 1,
|∆d| ≤ 0.2. As for system model mismatches and sustaining disturbances, the
predictive model will be inadequate, which will cause steady state error. A feedback
correction algorithm is proposed to eliminate the steady state error, that is

yp (k + i| k) = yM (k + i| k) + hie(k), i = 1, · · · , N , (17)

e(k) = y(k)− yM (k) , (18)

where e(k) is the prediction error at time instant k, yM (k + i| k) is the predicted
output based on predictive model, hi is the feedback correction coefficient which
can be determined by trade-off or online identification, yP (k + i| k) is the corrected
predictive output, which is finally taken into account in the EMPC strategy.

Fig. 3. Regions of the polyhedral partition
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Simulation results considering the startup, step disturbance and input voltage
step down of the brushed DC motor system are given in Figs. 3–6, where the results
of EMPC controllers are drawn in solid lines and PI controllers in dashed lines.

The regions of the polyhedral partition are shown in Fig. 3. For each critical
region, the optimal EMPC control law is an affine function of the states and the
previous control input. Figure 4 gives the system trajectories during startup under
EMPC and PI controllers. As we can see from the trajectories, the EMPC controller
derives the angular speed to the reference quickly and with small overshot whereas
the PI controller reacts slowly and results in big overshot. With the help of system
constraint handling, EMPC control strategy respects the input and armature current
constraint. Conventional PI controller deal with the input constraint by saturation
but fail to handle armature current constraint. As far as the difference of two
consecutive inputs is concerned, EMPC successfully restricts the difference within
the constraint [−0.2, 0.2]. Figure 5 gives the state and input trajectories of the
system in presence of angular speed step disturbance active for t ≥ 80 s after startup.
As we can see from the figures, the EMPC strategy settles down the system in
presence of step disturbance quickly compared with the conventional PI schema.
Figure 6 gives the closed-loop responses to the step-down change in the input voltage
active for t ≥ 80 s. It also shows that both EMPC and conventional PI can derive
the angular speed to the reference, however, the deviations of angular speed and
armature current is smaller under EMPC.

As we can see from the simulation results, EMPC improves the closed-loop per-
formance systematically and the controller is easy to tune by adjusting the weight
matrices.

Fig. 4. Closed-loop responses during startup
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Fig. 5. Closed-loop responses to the step disturbance active for t ≥ 80 s

Fig. 6. Closed-loop responses to the step-down change in the input voltage active
for t ≥ 80 s
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5. Conclusion

EMPC is proposed for brushed DC motor speed control under unmodelled dis-
turbances. The EMPC strategy divides the state space into critical regions. For
each critical region, the optimal control law is an affine function of the states and
previous control input which could be calculated off-line. The constraint optimal
speed control of brushed DC motor is transformed into a table look-up algorithm
and the on-line computation time is greatly reduced. As a result, the brushed DC
motor system is coordinately controlled and can easily be tuned by adjusting the
weight matrices. EMPC improves the closed-loop performance remarkably compared
with conventional PI regulator. Inspired by this benchmark example, EMPC can
be extended to power electronic converters, electrical drives and related fields for
constraint handling and optimal control. However, in order to apply this scheme to
industry practice, a major and important work to be done is realization of the algo-
rithm in the embedded system which has limited computation power and hardware
resources.
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Batch delivery scheduling with simple
linear deterioration on a single

machine1

Juan Zou2,3

Abstract. Several single machine scheduling problems are solved, in which n independent
jobs are available simultaneously and delivered to the customer together upon the completion time
of the last job in the batch. The processing time of a job is a simple linear increasing function
of its starting time. The objective is to minimize the scheduling cost plus the delivery cost, using
several classical scheduling objectives. The several problems are to determine the optimal number
of batches, the assignment of jobs to the batches and the job processing sequence so that the sum of
cost is minimized. For each problem, we either derive an efficient dynamic programming algorithm
that minimizes total cost, or provide some basic properties of the intractable problem.

Key words. Scheduling, batch delivery, linear deterioration, dynamic programming.

1. Introduction

Batch scheduling problems, as combinations of sequencing and partitioning prob-
lems, have attracted much attention of researchers in recent years. Motivation for
the batch delivery problems comes from the assembly stage in manufacturing of
very large-scale integrated circuits. In this stage, chips of various types are attached
and placed on a circuit board by a pick and insertion machine. Each circuit board
represents a job, upon completion, it is loaded onto a pallet. Intermittently, pal-
lets are moved to the soldering machine and then to the test area. A set of circuit
boards loaded on a pallet corresponds to a batch. In practice, however, the num-
ber of pallets in use is a cost factor which has to be taken into account. Then we
obtain a situation which can be modelled as a batch delivery problem formulated.
Batch delivery problems were first introduced by Cheng and Kahlbacher [1], who
studied single machine batch delivery scheduling to minimize the sum of the total

1This paper is supported by the Science and Technology Projects of Qufu Normal University
(xkj201516&sk201507).

2School of Mathematics and Statistics, Zhengzhou University, Zhengzhou, 450001, China
3School of Mathematical Sciences, Qufu Normal University, Shandong, 273165, China
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weighted earliness and delivery costs. They showed that the problem is NP-complete
in the ordinary sense, and the equal weight case is solved in polynomial time. Ah-
madizar and Farhadi [2] studied the single machine scheduling problem in which
jobs are released in different points in time but delivered to customers in batches.
A mathematical formulation is developed and dominance properties providing nec-
essary conditions for any solution to be optimal are established. Hall and Potts [3]
analyzed the complexity of some single machine scheduling problems with deliveries.
Yin, Ye and Zhang [4] considered the problem of scheduling nnon-resumable and si-
multaneously available jobs on a single machine, the jobs are delivered in batches to
the customers. The objective is to minimize the sum of total flow time and batch
delivery cost. They proved the problem is NP-hard and developed two fully polyno-
mial time approximation schemes. Mor and Mosheiov [5] studied a single machine
batch scheduling problem with unit time jobs and an optional maintenance activity,
the objective function is minimum total flowtime. They proposed a simple rounding
procedure that guarantees an integer solution. Selvarajah and Zhang [6] considered
supply chain scheduling problem, the objective is to minimize the sum of weighted
flow time and the batch delivery costs. They analyzed some polynomially solvable
problems and developed a heuristic algorithm for the general problem. Rostami
et al. [7] proposed a single-machine scheduling problem that involves minimizing
the maximum tardiness plus delivery costs in a batched delivery system with release
times. They developed a MIP model and proposed a B&B algorithm with a heuristic
upper bound and the LP relaxation technique was developed.

In the classical scheduling theory, the processing times of jobs are considered to
be constant and independent of their starting times. However, this assumption is
not appropriate for the modelling of many modern industrial processes where the
processing time of a job may deteriorate while waiting to be processed. Machine
scheduling problems with time dependent processing times have received increasing
attention in the recent years. This model reflects some real-life situations in which
the expected processing time of a task increases/decreased linearly with starting
time. In fact, such situations can be found in maintenance scheduling, steel pro-
duction, cleaning assignment, fire fighting, resource allocation, where any delay in
processing a job may increase the time necessary for its completion. Scheduling dete-
riorating jobs was first considered by Browne and Yechiali [8] who assumed that the
processing times of jobs are non-decreasing, start time dependent linear functions.
They provided the optimal solution when the objective is to minimize the expected
makespan. Mosheiov [9] considered simple linear deterioration where jobs have a
fixed job-dependent growth rate but no basic processing time. He showed that most
commonly applied performance criteria, such as the makespan, the total flow time,
the total lateness, the sum of weighted completion times, the maximum lateness,
the maximum tardiness, and the number of tardy jobs, remain polynomial solvable.
Since then, Machine scheduling problems with time dependent processing times have
received increasing attention. Cheng, Ding and Lin [10] presented a survey of the
results on scheduling problems with time-dependent processing times. Pei et al. [11]
considered serial batching scheduling problem with deteriorating jobs in a two-stage
supply chain. The objective is to make decisions on job batching and batch sequenc-
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ing so as to minimize the makespan. They presented some useful properties and a
heuristic for solving it. Yin et al. [12] studied a new deterioration model, the objec-
tive is to find the optimal schedule such that makespan or total completion time is
minimized. They showed that both problems are solvable in polynomial time.

In this paper, we assume that the actual processing time of each job is a simple
linear increasing function of its starting time. The actual processing time of job j in
a schedule is given by pj = bjt, where t represents its starting time. Note that the
assumption t0 > 0 is made here to avoid the trivial case of t0 = 0 (when t0 = 0, the
completion time of each job will be 0). Each batch is to be assigned a delivery date
upon which all jobs within the batch are to be delivered to the customer together.
The delivery time of the batch is equal to the completion time of the last job in
the batch. There is also a batch delivery cost which is a non-negative function that
depends on the number of batches formed to process all the jobs. The problem is to
determine simultaneously the optimal number of batches, the assignment of jobs to
the batches and the job processing sequence so that the sum of batch delivery cost
and the scheduling cost is minimized.

This paper is organized as follows. In section 2, we describe our notation and
our scheme for the scheduling and batch delivery problems. In section 3, we provide
dynamic programming algorithms for the minimization of total scheduling cost and
delivery cost. For the total weighted completion time and delivery cost, we discuss
several basic properties. In section 4, we conclude the paper and suggest some topics
for future research.

2. Preliminaries

In this section, we describe our notation and assumptions. We begin with some
notation. The jobs are processed on a single machine. Let J = {1, 2, ..., n} denote
the set of jobs to be processed. For job j ∈ J , let pj denote its processing time,
wj denote its weight and dj denote its due date. Pre-emption is not allowed. The
actual processing time of job j in a schedule is given by pj = bjt, where t represents
its starting time. Jobs form a batch if all of these jobs are dispatched to a customer
together in a single delivery. The batch delivery date is equal to the completion time
of the last job in the batch. The nonnegative delivery cost C(y) is assumed to be a
non-decreasing function of the number of batches y. For any scheduleσ, we define:

• Cj(σ) is the time at which job j is delivered to its customer,

• Lj(σ) = Cj(σ)− dj is the lateness of job j,

• Uj(σ) = 1 if job j is late, while Uj(σ) = 0, if job j is delivered to its customer
by its due date,

• y(σ) is the number of batch deliveries and

• C(y) is the delivery cost function, which is a non-decreasing function of y.

The objective functions that we consider works with the delivery cost C(y) and
a scheduling cost. First we denote
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•
∑
Cj is the total completion time of the jobs,

•
∑
wjCj is the total weighted completion time of the jobs,

• Lmax = max
j∈J
{Lj} is the maximum lateness of the jobs and

•
∑
Uj is the total number of late jobs.

An example of the classification scheme is problem 1 |Pj = bjt, rj = t0|
∑
Ci +

C(y), which denotes the minimization of the total delivery cost and job completion
times on a single machine under simple linear deterioration.

We make use of the following results which are given without proof.

Lemma 1: In any of the scheduling problems that we consider, there is no idle time
between the jobs on the machine.

Lemma 2: For any optimal schedule, the sequence of jobs within each batch is
immaterial.

3. Main results

3.1. Sum of completion times

Lemma 3: For problem 1 |Pj = bjt, rj = t0|
∑
Ci + C(y), the cost is minimized

by sequencing the jobs according to non-decreasing order of deterioration rate bj
(SDR).

Proof: Consider an optimal schedule σ∗. Since all jobs within a delivery batch can
be sequenced in non-decreasing order of deterioration rate bj without affecting the
cost, we assume that non-decreasing order of bj for jobs within a batch holds for σ∗.
If σ∗ contains jobs that are not sequenced in non-decreasing order of bj , then we
must have a job j that is the last job to be processed in some batch B, and another
job i that is the first job to be processed in the next batch B′, where bj > bi.

Consider another schedule σ that is created by interchanging jobs j and i, and
forming delivery batches containing jobs B ∪ {i}\{j} and B′ ∪ {j}\{i} in σ, where
the first of these batches is delivered at the earlier time than batch B in σ∗ and the
second of these batches is delivered at the same time as batch B′ in σ∗. All the
other delivery batches are identical and delivered at the same time in σ as in σ∗. A
finite number of repetitions of this argument establishes that there exists an optimal
schedule in which the jobs are sequenced in SDR order.

As a result of Lemma 3, we assume that the jobs are indexed in SDR order, so
that b1 ≤ b2 ≤ . . . ≤ bn. In the following, we design the dynamic programming
algorithm for problem 1 |Pj = bjt, rj = t0|

∑
Ci + C(y). Then the total cost of the

partial schedule is a function value, while the number of deliveries and the index
of the current last job which is processed and delivered are state variables. More
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precisely, f(k, y) denotes the minimum total cost for processing and delivering jobs
1, 2, . . . , k using y deliveries, with the last delivery at time t0(1 + b1) . . . (1 + bk),
where 0 ≤ y ≤ k ≤ n. We propose the following dynamic programming algorithm
to solve the problem 1 |Pj = bjt, rj = t0|

∑
Ci + C(y).

Algorithm DP1

• Step 1: (Initialization) Number jobs in SDR order. Set f(0, 0) = 0.

• Step 2: (Recursion relation)

f(k, y) =

= min
0≤j<k

{f(j, y − 1) + (k − j)t0(1 + b1) . . . (1 + bk) + C(y)− C(y − 1)} .

If k = n, go to Step 3; otherwise set k = k + 1 and repeat Step 2.

• Step 3: (Optimal solution)

min
1≤y≤n

{f(n, y)}

and use backtracking to find the corresponding optimal schedule.

Theorem 1: Algorithm DP1 gives an optimal schedule for

1 |Pj = bjt, rj = t0|
∑

Ci + C(y)

in O(n3) time.

Proof: There are O(n2) states (k, y), and for each state the recurrence relation
requires O(n) time. Therefore, the overall time complexity of Algorithm DP1 is
O(n3).

3.2. Sum of weighted completion times

The NP-hardness of the problem 1 |Pj = bjt, rj = t0|
∑
wiCi + C(y) remains

open. In the following, we present several properties of the optimal schedule.

Property 1: There exists an optimal sequence for 1 |Pj = bjt, rj = t0|
∑
wiCi +

C(y) such that the delivery batch is sequenced in non-decreasing order of (FB −
1)/(wBFB), where wB =

∑
j∈B wj denotes the total weights of jobs in batch B,

FB =
∏

j∈B(1 + bj).

Proof: Consider an optimal schedule σ∗. If σ∗ contains batches that are not se-
quenced in non-increasing order of FB−1

wBFB
, then we must have a pair of batches Bi, Bj

such that batch Bi starting at time S is followed by batch Bj , and
FBi
−1

wBi
FBi

>
FBj
−1

wBj
FBj

.
So we have the objective value of batch Bi and Bj in σ∗, wBiS ·FBi +wBjS ·FBiFBj .
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Consider a new schedule σ which is obtained from σ∗ by interchanging batches
Bi and Bj . Under σ, we have wBj

S · FBj
+ wBi

S · FBi
FBj

. Then we obtain that

wBi
S · FBi

+ wBj
S · FBi

FBj
− (wBj

S · FBj
+ wBi

S · FBi
FBj

) =

= S
(
wBi

FBi

(
1− FBj

)
− wBj

FBj
(1− FBi

)
)
≥ 0 .

Since all other completion times are unchanged, this contradicts the optimality
of σ∗. We conclude that the non-decreasing order of FB − 1/(wBFB) is the optimal
schedule.

Property 2: For any two jobs i, j ∈ J to be scheduled consecutively, if bi > bj , wj >
wi and wibi > wjbj , there is an optimal schedule in which job j immediately precedes
job i.

Proof: Consider an optimal schedule σ∗. Obviously, all jobs within a delivery batch
can be sequenced in order from Property 2. Then there exists a pair of (i, j) in σ∗
such that job i is followed by j. A job i that is the last job to be processed in some
batch Bk, and another job j that is the first job to be processed in the next batch
Bk+1. Let S denotes the starting time of job i, W denotes the total weight in Bk

except job i, Dk+1 denotes the delivery time of Bk+1. Then∑
l∈Bk

wlCl = (wi +W )CBk
(σ∗) = (wi +W )S · (1 + bi) ,

wjCj(σ∗) = wjDk+1 .

Consider a new schedule σ that is created by interchanging jobs i and j, and form
delivery batches containing jobs B

′

k = Bk∪{j}\{i} and B
′

k+1 = Bk+1∪t{i}\{j}.
Thus, ∑

l∈B′
k

wlCl = (wj +W )CB
′
k
(σ) = (wj +W )S · (1 + bj) ,

wiCi(σ) = wiDk+1 .

It follows that ∑
l∈Bk

wlCl + wjCj(σ∗)−
∑
l∈B′

k

wlCl − wiCi(σ) =

= (wi +W )S · (1 + bi) + wjDk+1 − (wj +W )S · (1 + bj)− wiDk+1 =

=WS(bi − bj) + (Dk+1 − S) (wj − wi) + S (wibi − wjbj) ≥ 0 .

A finite number of repetitions of this argument establishes that there exists an
optimal schedule in which the jobs are sequenced by Property 2.
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3.3. Maximum lateness

Lemma 4: For problem 1 |Pj = bjt, rj = t0|Lmax+C(y), there exists an optimal
schedule in which the jobs are sequenced according to an earliest due date (EDD)
rule.

As a result of Lemma 4, we assume that the jobs are indexed in EDD order, so
that d1 ≤ d2 ≤ . . . ≤ dn. In the following, we design the dynamic programming
algorithm for problem 1 |Pj = bjt, rj = t0|Lmax + C(y), the maximum lateness of
the partial schedule is a function value, while the number of deliveries and the
index of the current last job which is processed and delivered are state variables.
More precisely, f(k, y) denotes the minimum value of the maximum lateness for
processing and delivering jobs 1, 2, . . . , k, using y deliveries, with the last delivery
at time t0(1 + b1) . . . (1 + bk), where 0 ≤ y ≤ k ≤ n. A formal statement of this
dynamic programming algorithm is as follows.

Algorithm DP2

• Step 1: (Initialization) Number jobs in EDD order. Set f(0, 0) = −∞.

• Step 2: (Recursion relation)

f(k, y) = min
0≤j<k

{max {t0(1 + b1) . . . (1 + bk)− dj+1, f(j, y − 1)}} .

If k = n, go to Step 3; otherwise set k = k + 1 and repeat Step 2.

• Step 3: (Optimal solution)

min
1≤y≤n

{f(n, y) + C(y)}

and use backtracking to find the corresponding optimal schedule.

Some remarks should be made about algorithm DP2. In step 2, the recurrence
relation selects a batch {j + 1, . . . , k} of jobs to be delivered at time t0(1+b1) . . . (1+
bk). From the EDD indexing of the jobs, job j + 1 has the smallest due date and
hence also the maximum lateness in this batch, the lateness of job j+1 is compared
with the maximum lateness of the jobs that have been scheduled earlier.

Theorem 2: Algorithm DP2 gives an optimal schedule for

1 |Pj = bjt, rj = t0|Lmax + C(y)

in O(n3) time.

Proof: There are O(n2) states (k, y), and for each state the recurrence relation
requires O(n) time. Therefore, the overall time complexity of Algorithm DP2 is
O(n3).
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3.4. Number of late jobs

Lemma 5: For problem 1 |Pj = bjt, rj = t0|
∑
Uj + C(y), there exists an optimal

schedule in which the on-time jobs are sequenced according to an earliest due date
(EDD) rule.

We assume that a job which would be late is neither product nor delivered. As
a result of Lemma 5, we assume that the on-time jobs are indexed in EDD order.
For problem 1 |Pj = bjt, rj = t0|

∑
Uj +C(y), we describe a dynamic programming

algorithm that either appends a job to some previous schedule of on-time jobs, or
specifies that this job is late. A subsequent decision is made about whether a batch
delivery is scheduled on completion of an appended on-time job. The completion
time of the current partial schedule is stored as the function value, more precisely,
we recursively compute value function f(k, y, u, j) which represents the minimum
completion time for processing the on-time jobs J1, J2, ..., Jj , ..., Jk. All processed
jobs J1, J2, ..., Jj−1 are delivered using y deliveries, Jj is the first job in the last
batch of the current partial schedule that is not yet scheduled for delivery, and the
total number of late jobs is u, where 0 ≤ y ≤ k ≤ n, 0 ≤ u ≤ n, and 0 ≤ j ≤ k.

Algorithm DP3

• Step 1: (Initialization) Number jobs in EDD order. Set f(k, y, u, j) = ∞,
if j > 0, f(k, y, u, j) > dj . Set f(0, 0, 0, 0) = 0.

• Step 2: (Recursion)

f(k, y, u, j) = min



f(k − 1, y, u− 1, j),

f(k − 1, y, u, j) + pk
if 0 < j < k and f(k − 1, y, u, j) + pk ≤ dj ,

min
j′∈J
{f(k − 1, y − 1, u, j′) + pk} if j = k,

where J = {j′ |1 ≤ j′ ≤ k − 1, f(k − 1, y − 1, u, j′) + pk ≤ dk}.
If k = n, go to Step 3; otherwise set k = k + 1 and repeat Step 2.

• Step 3: (Optimal solution)

min

{
u+ C(y)

∣∣∣∣ min1≤j≤n
{f(n, y, u, j)} , 0 ≤ u ≤ n, 0 ≤ y ≤ n

}
and use backtracking to find the corresponding optimal schedule.

Some remarks should be made about algorithm DP3. In step 2, the first term
of the minimization in the recurrence relation schedules job k to be late; the second
term schedules job k to be on time and belonging to the current batch of jobs,
provided that job k can be completed no later than time dj , job j can be dispatched
by its due date, no decision has yet been made about when to delivery the batch
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containing jobs j and k; the third term schedules a delivery for a batch containing
j′ as its first job, if j′ > 0, starts a new batch with job k which is scheduled to be
on time.

Theorem 3: Algorithm DP3 gives an optimal schedule for

1 |Pj = bjt, rj = t0|
∑

Uj + C(y)

in O(n4) time.

Proof: There are O(n4) states (k, y, u, j). The first and second terms in the re-
currence relation require constant time for each state, the third term requires O(n)
time for each of the O(n3) states for j = k. Therefore, the overall time complexity
of Algorithm DP3 is O(n4).

4. Conclusion

We have studied a single machine batch delivery problem under simple linear
deterioration, and presented several models for scheduling problems which include a
delivery cost. The aim is to find simultaneously a number of batches, a partition of
the jobs into batches and a job sequence so as to minimize the scheduling cost and
the delivery cost. We provided several algorithms for scheduling jobs on machine
and forming batches for delivery. Therefore, our work has practical implications for
the way in which scheduling and delivery decisions are made. For future research, it
would be interesting to focus on the scheduling problems with batch delivery costs
on parallel machines.
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